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Good evening, today | will discuss structural equation modeling.
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Also known as SEM. 1t is a little bit complex, advanced and it requires knowledge of some other
tools and techniques what already covered in this course and | have partitioned this total lecture
into three primary headings one is today’s introduction. So today I will show you that what is
structural equation modeling and how it is applicable to real life problem solving. Then also we

will discuss that what are the components of structural equation modeling.

For example it consists of measurement model, it also consists of path model or structural model.
So we will elaborately discuss this measurement model in next class then we go for path model
discussions and then there will be the model adequacy testing, adequacy testing and obviously |
will discuss case study one case study all through, okay. Today’s lecture is introduction to
structural equation modeling, let us see that what are the prerequisites to structural equation

modeling.
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You must know multiple regression, you must know path model although | have not described
path model till date but within the system we will be describing path model. You must know
confirmatory factor model whose pre requisites is exploratory factor model so that unobserved
variables can be measured through exploratory factor model. Now what is the difference between



confirmatory and exploratory factor model that we have already discussed. So that means if you
know confirmatory and exploratory factor model you know path model which is basically the

structural model then you will be able to apprehend structural equation modeling.
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Let me recapitulate little bit of the prerequisites, I know that all of you have seen this type of
pictorial representation for multiple regression, where Y1 here Y1 is affected by several
variables as well as Y2 is also affected by the same sets of variables X1, X2, X3 and when we

have more than one dependent variable we have seen that.
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That multivariate regression is preferable. Now the question comes if these variables are also
correlated and the independent variables are also correlated or if there is even the causal
relationship between that Y1 and Y2 so what will happen? So ultimately in order to incorporate

the covariance relationship.
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Between the X variables, so you create something like this where X1,X2 and X3 these three are
the independent variable Y1, Y2 are dependent variables but the difference of this structure with

multivariate regression structure is that.
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In multivariate regression you are assuming that X1, X2, X3 truly independent they are not
correlated and there is no causal relationship between Y1, Y2 also.
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But in path model what you are making, you are considering that X1, X2 as well as X2, X3 or
X1 X3 they can go high and in addition what we are seeing that Y2 can be affected by Y1 also in
addition to the effect of X1 to X2 to X3, okay. Now let us see equation for this path model. So

we are deriving a equation for from path model.
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Given like this X1 is a independent variable in this model but correlated weight other

independent variables. So that is basically this correlation can be captured through a matrix
which is ¢, If we can say this 3 ¢ is a 3 cross matrix we can write like this, so X1, X2, X3, X1,
X2, X3, it is ¢11 then we can write ¢ »; we can write ¢ » and we can write ¢ 31, ¢ 32 and ¢ s3.

Definitely this is a symmetric matrix and this will be ¢ 12 which is basically ¢ 21 = ¢ 21. Then ¢ -

13= 03z and ¢ 23= b3

And in case of multivariate and multiple regression we have assumed that this is structure of
diagonal elements are 0, okay. Now we have considered here two independent variables Y1 and
Y2 and we are assuming that X1, X2 and X3 they are affecting Y1 with coefficient like this y1 is
affected by 1 y1 is affected by2, y1 is affected by 3. Similarly from independent side point of

view.

This y2 is affected by 1 that means Y2 affected by Y1, Y2 affected by X2 and Y2 affected
byX3.Let me repeat here Y2 affected by X1 that is coefficient is y21, Y2 affected by X2
coefficient is y22, Y2 affected by X, coefficient y23. As these are regression lines like equations

so this is having an error term. Now this also will have an error term, in addition here we are



assuming that this Y2 is also affected by Y1. If this is the case you have to give a symbol like 3,
Y22 and Y11 and this B 21. So if you want to write an equation for this, then there are how many
variables are there, How many variables are there, there are different types. One set is DVs that
is Y1 and Y2, another set is Vs that is X1, X2, and X3, another set is errors that are €1 and €2.

Then what types of relationships are available here?

One relationship is like this, if you see that X1 to Y1 this single arrow this is known as causal
relationship. Another type of relationship with this giving here like this card bidirectional this is
known as correlated relationship, okay. So these two types of relationships are available in this

these two types of relationships are estimated in path model, okay.
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Now, if you want to write down the equations for these now straightway we can write one is
DVs | can write Y1 and definitely Y2 is there this side also you can write DVs you can write Vs
you can write IVs. How many DVs are there? Two DVs, Y1 and Y2, X1, X2, X3, okay then
errors are definitely this. So the equations will be like this Y1 equal to that Y1 is not dependent

on that Y1 again it is not like this.



Similarly, if 1 see that Y1 is dependent on X1, X2 and X3 and this arrow term, not Y2 so nothing
will be written here. It will be straightway y11 then X1 then plus y12 X2 + y13 X3 + ¢. This is
the regression equation forY1. Similarly for Y2 if we see that Y2 is also affected by Y1 so we
can write here that 32 is affected by 1, Y1 + y21 X1 y22 X2 y23 X3 + €2. So in matrix form you
can write Y1 = Y2,

Then this side you see here it is nothing means 0, 0, 0 so 321, O definitely again you are writing
Y1 and Y2 which is the difference from regression model and then here you have y11, y12, y13,
v21, y22, y23 into X1, X2, X3 plus you are getting €1 €2. This is your path model or Y = BY +
yX + ¢, BY + yX + ¢. If you do little more manipulation then this will be i- BY = yX + ¢, okay.
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Then further you may be interested to write this that Y if | multiply Y — 8™ where with | - B Y,
then I- 8 you are getting that yX + ¢ and this will be I. So Y = 1 - 8% F(X) + ¢. The details of
this how to estimate this parameter B, ¢ and all those things, € ¢ all those things will be
discussed under structural equation model, structural model under structural model of the

structural equation modeling, okay.



So let us assume that we know this for the time being that this correlation is possible to

understand.
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Then you come to confirmatory factor model. | think you can collect yesterday’s lecture will

particularly I think last two lectures were on cluster analysis before that.
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Then if | write like this what you are doing, then here in this case let us concentrate on only two
factors and let they are related with X1, first one is related with X1, X2 maybe second one is
related with X3, X4 and X5. There is definitely covariance between the two that is ¢ 21 and each
of the observed variable X1 are caused by ¢1, these are caused by ¢2, $1 and ¢ 2. Now if | write
this one is A.

Then for X1 I am writing 1 for ¢ 1. I am writing 11X1 is affected by ¢ 1, then A 2 X2affected by
¢ 2, then X 32, then 242, then A 52. So this one will be 6 1, this will be 6 2 and this will be &3
this will be 84 this will be 85 and this is what you have seen in confirmatory factor analysis we
have written this one in this manner that X1=211 ¢ 1 +81,X2 =221 $1 +62, X3=232$ 2+
3and X4=2142¢p2+354,X5= 152 ¢ 2+ 5.
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So the resultant matrix you have written like this. So X1, X2, X3, X4, X5 this is equal to your ¢
1, 2 is there, so we write down A11, 0, A 21, 0 then O, A 32, 0 A42, 0, A 52. So this is 5 x 1. This
is your 5 x 2 and then ¢ 1 and ¢ 2 this is 2 x 1 and plus 81, 82, 63, 64, &5 this is 5 x 1.The
resultant you can write it ax = this is your A this one is ¢ plus we can write this as 3, okay and if
you recollect called exploratory factor model.

What we have written there is X - u = AF + 8. It is coming similarly only that -u is not there but
here also we assume that this subtraction is made. So actually what happened is that you are
getting the same factor model there is one difference in this case the difference is in this
exploratory factor model, what you found out, when you found out that covariance of X which is
o that one is A 4™ + ¢.

Because we assume that expected value of F F™ this is | that covariance between the factors. In
this case we are assuming that covariance of X is ¢ depending on, so there are p variables it will
be p + p. So as a result the covariance here we are assuming covariance of ¢ | am extremely
sorry covariance of ¢ this one correspondence to this corresponds to this covariance of ¢ is this.

Then covariance of this will be A expected value of ¢ ¢ A + ¢, okay.



So for the time being we stick to this only. Now question is how to estimate this A ¢ and ¢ and all
those things related to exploratory factor analysis we have seen that how this can be estimated
but in exploratory initial direction this ¢ matrix was not there. Here ¢ matrix is there also we will

be discussing this under measurement model.
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Now see one big picture where we are doing like this. First let us think of that there is one

variable nlanother variable n2.
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And these two variables are affected by some variables called ¢1, ¢2, and ¢ 3, okay. Let the link
is like this n1 is affected by ¢1 as well as $2 and 12 is affected by ¢2as well as ¢3 and n2 is also

affected by n1. So under this condition so | can if you see the structure path model equation, so
in path model equation let me find out this path model.
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Yes this is our path model equation. So if | keep side-by-side this to side-by-side, so what is
happening here is you see we are writing n1 in place of Y1, n2 in place of Y2, ¢1 in place of X1,
$2 in place of X2, ¢3 in place of X3 and here everything is linked with all the X variables are
linked by Y. Here we are restricting that there were that n1 is affected by ¢1 and ¢$2 and n 2 is
affected by these two.

So there has been this structure is similar to the structure except the some of the links are
omitted, okay. So | can write this that y1 n1 is affected by ¢1 means y11. So this one is y12 then
this is y22, this is y23 and this one is 32 affected by 1. The coefficient as usual we are writing
here, okay.
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Now the difference between this path model what | have shown I have shown in path model in
terms of Y and X, when we talk about in terms of Y and X we say they are observable, okay.
Now when we are saying in terms n and ¢ they are latent and unobservable or latent that is the
difference. So if this is the case then what you require to do? You require measuring these

unobservable or latent things, okay.

We will see this but before that some more things that these are cohering, let me write. This is
nothing but ¢21, this is my ¢$32 and this is my ¢31. These structures are there, okay. So as | told
you that this n and your ¢ they are immeasurable, unobservable, latent we require measuring this.
How do you measure? We have seen earlier that our confirmatory factor analysis or exploratory

factor analysis will help us to measure. What it is?
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These are latent this is latent variable, this is also latent and these are manifest variables. So these
manifest variables are used to measure these latent variables.
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Now we will do the same thing here. We may create here like this, let we denote it is as Y1 this
one isY2 here also Y3 and Y4 and definitely there will be error, that error will be suppose €1 this
error is €2, this error is €3 and this error is €4,error head. Please give it properly. Then what is the
difference between this structure and this structure. If | place these to linking to three indicators
linking to two indicators, variables here n1 is linked with two indicator Y variables. H 2 is linked

with two Y variables.

What we are saying these two are latent, these are the manifest variables. This n1 and n2 can be
measured using this. This is nothing but a confirmatory factor analysis this is what confirmed
confirmatory factor model is. So, you can give a notation here. So, we have given A | think, let us
use one another subscript Y and this is 11 then this one will A Y2 is affected by 1 then this will
be A Y3 is affected by 2.

This is AY4 is affected by 2. So we also require to measure this. So let us assume that this can be
measured by indicated manifest variable X1 then your X2 then this is your X3, this one is X4,
then your X5, X6 and this side 61, this is your 82, this is 83, 64, 65 and 66.Now if you look into

this side what is there? Is there any difference between this, between this and this here ¢1, ¢$2?



You have taken three latent variables and these are the indicator five and indicators two are
linked with ¢land three linked with ¢$2. Here there are sixteen indicators two each are linked
with¢l and ¢2. So, that means this is also a factor analysis part confirmatory part. So then this
one we can write like this A we are taking as X11 this is your AX21, this is your A X32, AX42, A
X53, A X63, okay. What is missing here?

These are from confirmatory factor point abilities, these are the dependent and these are the
causes here these depend on these causes. So arrow head arrow terms are given, arrow terms are
given but here from the path model point of view these are the dependent side and this is
independent. So you have to give some n, okay. This is what is known as in path diagram this is

known as structural equation model.

Why it is structural equation model because the latent variables they also have certain structure
some structural relations which they are. For example ¢lis affecting nl1 but n1 is affecting n2. So
there is a structural path from ¢1to ¢7 even though here ¢1 is not directly affecting n2 but ¢1 can
have effect through n1 to n2. So that means that the relationship structure is correctly preserved.

So that is why this name is structural equation modeling is given here, okay.
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Now how to have the estimation of this? This is a big issue and we will be describing later on
that all those things but here we will want to give you some names in the structure. | want to give
you some names of the variables, in structural equation modeling we will use the term like these
n and all n will be termed as endogenous variable. Endogenous, this is basically dependent

latent, in the example given this one each this n this is basically n1 and n2.

Now there is another variable which is ¢ which is in this example this is ¢1, $2, ¢3,which is
known as exogenous variable, exogenous variables. This is independent latent, okay. So in
general, there may be your n can be n x 1,6 can be n x 1 those many things will be there or any

other means you can use something else.

Then we have Y which is in our case in this example Y1, Y2, Y3 and Y4. So this is known as
dependent manifest variable. It can be p, so y can be g x 1. Similarly you have X here we have
X1, X2 to X6. These are independent manifest variables it can be X that is p x 1. That means in
totality you will be having p + g manifest variables and m + n latent variables. In addition you
have other variables like ¢.
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Other variable in this case for example is zn.
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Zn is nothing but the error terms. In this case, it is zn 1, zn 2. It is related to n. So depending on
the n, if n is m x n then this also be m x 1, m x 1. Then another one is your ¢ that will be related
to €1 to € 2 to € 4 in this case, this is related to your Y. It all depends on what is the value of Y.
So this will be same. Similarly related to X, there is 6. The 6 is your p x 1 variable vector these
three.

Now you have another parameter called ¢ which is basically covariance of this you will also
have you will be getting ¢ as your covariance of your zn, okay. So there are a huge every large
number of what | can say parameters to be estimated. Let us assume that yes everything is
possible and we are going for its stages.
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What is stage one is? It is defining the individual constructs what items are to be used as
measured variables. Then stage two is develop and specify the measurement model what is the
confirmatory factor model, make measured variables construct, draw a path diagram for the
measured variables. Then stage three is designing a study to produce empirical results. All

multivariate modeling as such any model building case the design study design is very important.

Here what we are saying assess the adequacy of sample size select the estimation method and
missing data approach. This is true for multiple regression, multivariable regression and path
model factor analysis, compound principle, compound analysis, structural model, cluster model,
everywhere it is applicable. Then assessing measurement model validity means these few first

four stages.

We are talking about the measurement model. Then what is this measurement model?

Measurement model is this part.
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This factor analysis part this is your measurement effect. Then what is your structural side?
Structural side is this one. So first what we have it is said that in the stages and find out the

manifest variables.
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Then develop the constructs and also measure this the adequacy of this model.
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Then you have to see if the measurement model is valid then you have to go through five to six.
If the measurement model is invalid then you have to redefine the measures and other things.
Now specify then your structural model is coming. Specify the structural model convert

measurement model to structural model. I think you have seen here ultimately.
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I will repeat this again.
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Then stage six is assessing structural model of validity then if structural model is valid then draw

substantive conclusion if it is not valid, refine the model and test with a new data, okay. In this
case what is it actually given?
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It is given in a two stage model building. One is first you develop the measurement model. First

you develop the measurement model.
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Irrespective of your in this case forget about the structural part. What you have? You have these
many X variables, these many Y variables. Irrespective of n and ¢, you first go for it on
measurement model where you will basically factorize confirmatory you factorize this n 1, n2,
$1, 62, $3 from Y1 to Y4 this is the first.

And once you are happy with this, so that means that if I just follow this one this side, it is X is A
X ¢ plus 4. This is my measurement model for this site. This side it will be Y =Ly x n +e. This is
my contrary path. But the process of model building stages is that that you go for measurement
model. First consider all these and then do a factor confirmatory factor analysis. Find out the

correlation or covariance structure of all the latent variables.
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See here. Then once you have all your latent variables, everything is crystal clear and then you

go for structural model the structural model is the building between this path.
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This one you will do and you will estimate and all those things. So ultimately you will first
prepare measurement model then from the measurement model you get the covariance or
correlation matrix for the latent variables using this correlation or covariance matrix you will
estimate the regression like coefficients regression coefficients for this structural model this is

one.

Second one is you may be interested to do everything at a time. That means you will feed the
model when both structural and measurement part keeping intact at one go. But because of so
many parameters to be estimated and so many computations, permutations, combinations what
will happen ultimately, it is highly likely that you may get several of offending estimates and

how to delete offending estimates it is an issue also in structural equation modeling.
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So now what | will do? This is the structure | have shown you already | have shown you these
are the stages that what we have discussed. These equations also you have seen X and Y these
equations you have seen then the stage four is that what matrix you are going to use you have to
choose one input type of matrix that is correlation or covariance matrix. There are different

assumptions.

Then there is your estimation technique to be used process, computing programs these are all the

stages one by one you have to do.
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Then suppose this is like your regression model also.
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You have seen that regression equation is y = xB + ¢ this is my model. Then what you have done
you have gone for estimation that is your ” then you have done? You have gone for goodness of
fit, model adequacy goodness of fit or model adequacy that is R* FRe? all those things that we
have used. So here also if | see that this is my structural equation modeling, then are you not

getting a structural equation like this?
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The equation will be your first one that n1 n 2 in this case and definitely here will be n 1 and ¢,
sorry n and ¢ and error that path structure under this n 1 and n 2, if | write n here then this is ¢1,
¢ 2, ¢ 3 and all those things so you have to write the equations. If I write for this particular model
the equations, n1 is not affected by any of the data 0, 0.So, y11 ¢ 1 + y 12 ¢ 0 + zn 1 and this
one is B 21 and this is zero.

Then this one is also 0 + y22¢2 + y23 ¢$3 zn2.Then what is your matrix? Itisnln2 =to 0, 0 Bn
21 0 n1 n2 plus, you are getting y11 y12 0, 0 y22 y23 x ¢1, 2, $3 + znl zn2 that is my
structural part. Son = B n + yd + zn this is one equation. Another equation is X=Ax ¢ +dand Y
= Ay n + & This is equation number two equation number three. So your model this is my
structural SEM model, okay.

And you require to estimate B y then yx, AX, A y covariance of this covariance between these so
many parameters you have to estimate. Second is parameter estimation. So, we are not
discussing here the details of parameter estimation and we will discuss later on separately.



(Refer Slide Time: 46:14)

|
Stages in SEM (contd.)

« Stage 5: Assessing the Identification of the

Structural Model
« Stage 6. Evaluating Goodness-of-Fit

Criteria

Offending Estimates
- Overall Model Fit
— Measurement Model Fit
« Variance Extracted
~ Structural Model Fit
— Comparison of Competing or Nested Models

(i
NPTEL

So once you have the model you require to know.
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Goodness of Fit Indices

Absolute fit indices; addiess the question

Is the residual or unexplained variance remaining after model
fitting appreciable? (they are absolute because they impose no
baseline for any particular data set)

Relative fit indices: address the question

How well does a particular model do mm explaming a set ol
observed data compared with (a range of) other possible models?
(most ol these relative it indices establish as a basehine a “worst
fitting”™ model. The most common worst fithing model 15 “null
model”™  which  models  only  the vamances  from  the
varance/covariance matrix. So. “null model” assumes that all
COVArIANCES are zero).

@rsunumous {it indices: Adjust number of variables with sample

e /20
NPTEL

That what will be the goodness of fit measures. So my model is this.
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And | know that somewhere | will estimate all those things. Then I have to go for fit measures.



(Refer Slide Time: 46:39)

Goodness of Fit Indices

Absolute fit indices: address the question

Is the residual or unexplained variance remaining after model
fitting appreciable? (they are absolute becanse they impose no
baseline for any particular data set)

Relative fit indices: address the question

How well does a particular model do m explaming a set ol
observed data compared with (a range ol) other possible models?
(most of these relative (it mdices establish as a basehne a “worst
fitting” model. The most common worst fithing model 15 “null

model™ which  models  only the vamances from  the
variance/covariance matrix. So, “null model™ assumes that all
COVArIANCes are 7ero).

;{Drsnnunmus fit indices: Adjust number of variables with sample

s, /2
NPTEL

There are three types of fit measures used in structural equation modeling, one is absolute fit
indices, relative fit indices and parsimonious fit indices. In absolute fit indices the question is the
residual or unexplained variance remaining after model fitting appreciable? They are absolute
because they impose no baseline for any particular data similar to R%.
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RZif it is 0.90, it says 90% variance of Y is explained by this model. Here also we are basically
talking about what will happen to this. Actually although we will be describing in detail later on,
the estimation what is observed with you is this, this is basically if I how many Y variables Y is
q observed variables and Xp observed variable you have total p + q observed variables. So you
have a covariance matrix of p + q or p + g. So this is the observed value and this is nothing but

this is what is observed.

Now using these equations, this n X and Y this equation you will also be able to estimate or
other way | can say fit this one you can calculate this. Here if | use S then it is s11, s12 like s that
P, q...... p +g. So similar values we will be getting and here instead of now | am writing instead
of writing s here we are writing the population sigma then that will be in terms of this 8 yA X A
Y.

So there will be function of the sorry, so what | mean to say is we can find out the that ) in the
nut shell I am talking about that 3, yA X, A Y like this it is possible to frame this then this s and
these are compared there are several ways to compare this but and then here p + g X p + q, this is

the end. So how many unique elements are there those will be compared, when we initialize



some value here some value here, those will compared. Then we finally get the value. Then

based on this difference when we need something like this, this is total.
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Goodness of Fit Indices

Absolute fit indices: address the gquestion

Is the residual or unexplained variance remaining atter model
fitting, appreciable? (thev are absolute because they impose no
baseline for any particular data set)

Relative fit indices: address the guestion

How well does a particular model do in explamimmg a set ol
observed data compared with {(a range ol) other possible models?
(most ol these relative it imdices establish as a baschine a “worst
fithing”™ model. The most common worst fitting model 15 “null
model which  models  only the vamances from  the
vanance/covartance matrix. So. “null model™ assumes that all

COVAriinces are 72¢ro ).

” :
ﬂl':&lmunmlls it indices: Adjust number of variables with sample
/25

Relative feed index that is the question that how well does a particular model do in explaining a
set of observed data compared with other possible models. You can go for several models and
then compare which one is your best. The reference one is null model where we assume that
there is no covariance value, relationships in the observed variables. Parsimonious fit index is

similar to your adjusted R?where it is the number of parameters estimated are adjusted.
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1t
Index

Goodness of Fit Indices

'-'1 Absolute

h_J Relative

| Parsimo-

nious

*Clu-square

*Chi-square DoF
*RMNSRKR
=GEFI

—

*NFI
*TLI

=11
*RNIBFI

PG
*PNFI
1Ll
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Case Study |

Role of personnel and socio-technical
factors in work injuries in mines: A
study based on employees” perception

D,

rei

There are different fit indices | will show you one case here by five minutes of time. This is role
of personnel and social technical factors in work injuries in mines a study based on employees’

perception this is published in organic general in 2008.
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Factors allecting work imjuries in mines
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So we have captured several variables under personal and social technical variables. Then what
we have done?
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Measurement Model
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We have first gone for measurement model all the manifest variables are used simultaneously

and then the latent variables are first latent variables are identified and link to them was done.
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Correlations amongst constructs

Structural Correlations among Latent Varlables Presented in the
Measurement Model for Injury/Accident Causation

Demographic 1.00

Work injury 0.29%
Negative psrsonality -0 10*

Safety environment 0.04
Job stress -0.09
Social support 0.06
Job dissatisfaction 0.01

Work hazards oA

Safe work behavior 004

1.00
041
0.42¢
04
-0.30*
0.31*
0.30*
022

1.00

-0.94*
0.86"
-0.91*
0.65%
0.67"
-0.51*

" indkcates 0.01 probabiity leved of significance

1.00

0.1
* -0,75*
0.62*
0.63*
* -0,26*

083

-0.75*
£0.71*

049

1.00

1.00

-0.70* 1.00
078" 0.73* 1.00

0.48* -0.29* -0.26* 1.00

Then confirmatory factor was done, the output of the confirmatory model, this is the correlation

matrix, this is what the output is? Once we get this output this is input to our structural model.
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Structural Model
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This is the first phase where you have to identify the manifest variable and the latent constructs.
Then you do confirmatory factor analysis find out the correlation or covariance structure of the
latent variables because in SEM your input is either correlation covariance structure. So for the
measurement model you give the covariance structure they will give you the latent correlation or

covariance structure.

Now for structural model again use the latent correlation or covariance structure whatever you
are getting from the latent variables and then you feed like this. So you will be getting picture
like this.
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Design of questionnaire for the identified factors

1dentified factors No, of questlons Sample question

Hivk taking 1n Are you ready lo (ake rivk s order o Incresse
your income”

Negative affecrivity 15 Do vou become disappolnted easily when your
thinking dors mot match with sther?

Job Dissatisfaction 12 Do you think your life has become burden to you
becuwne of this job?

Tmpubciviy 12 Do you gel excited when any new bdex comes in
your mind ¥

Depression a Have you got depressed when you are
wosnccessinl In your work?

Job stress 12 Do you face any problem to complete the excess
amount of werk hurrih™

Safety training By Do vou think that the safety tralning facilities
provided o you nre adoguale?

PRSalety practice 27 Do supervisver always check that miners wear the
e special shoes given by the company before golug
to the underground™

Then definitely these are the some issues what we may be discussing later on if time permits in
other classes.
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Measurement Model Fit Indices

Goodness.of-Fitindices for the Measurement Model
of Causal Accident Model

Parameter Values
Chi-square with 99 degree of freedom 257.24
Root Mean Square Residual (RMR) 0.06
Goodness of Fit Index (GFI) 0.98
Normed Fit Index (NFI) 0.97
Comparative Fit Index (CFl) 0.99
Incremental Fit Index (CF1) X 0.99

Ultimately this is what is the observed correlation this is the factor and measurement model. This

is the fit of the measurement model that | told you that I will be discussing fully in the next class.
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Correlations amongst constructs

Structural Correlations among Latent Varlables Presented In the
Measurement Model for Injury/Accident Causation

Demographic 1.00

Work injury 0.29* 1.00

Negative personality -0.10* 0.41* 1,00
Safety environment 0,04 -0.42* .094" 1.00

Job stress 009 047" 086" .0.73" 1.00

Social support 006 -030* -091* 083" 075" 100

Job dissatisfaction 0.01 031" 065" -0.76* 062* -0.70* 1.00

Work hazards 0.47* 030" 067" 077" 0.63" .0.78" 0.73" 1.00

Safe work behavior 004 -0.22* -051* 049" -026* 048* -0.29* -0.26* 100

*Indicatex 0.01 probability level of xignificance

Then this is the correlation among the constructs.
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Structural Model Run
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And then this is your structural part and these are the structural regression coefficients.
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Structural Model Fit Indices

Goodnoss-of-Fit Indices for the Structural Model of Accident Path Model

Parameter Values
Chi-square with 15 degree of freedom 212.23
Root Mean Square Residual (RMR) 0.06
Goodness of Fit Index (GFI) 0.87
Normed Fit Index (NFI) 0.88
Comparative Fit Index (CF1) 0.88
Incremental Fit Index (CFI) 0.88

Then you see whether the structural model is fit or not. If your structural model is fit then go for
interpreting the things. So here ultimately there are several structural that fit measures like chi-
square with 15degrees of freedom this should be as small as possible, root mean square is 0.06
this should be less than 0.05, less than or equal to 0.05 the goodness of fit index is 0.87,0.9 or
more is better means adequate non fit index but this is almost 0.9. We can say the structural

model is fitting the data.



(Refer Slide Time: 53:52)

Measurement Model Fit Indices

Goodness.of-Fitindices for the Measurement Model
of Causal Accident Model

Parameter Values
Chi-square with 99 degree of freedom 7257T54
Root Mecan Square Residual (RMR) 0.06
Goodness of Fit Index (GFI) 0.98
Normed Fit Index (NF1) 0.97
Comparative Fit Index (CFI) 0 9‘:)
Incremental Fitindex (CF1) 0.99

Similarly we have also seen that the measurement model also fits the data. So that means our
model or my model fits very much to the data then using this structural equation modeling, you
will be also able to find out the total effect that is direct effect plus indirect effect and also you

will be able to based on the effect you will be able to rank the variables.
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Contributions of constructs

Total Effect of the Significant Variables on Work Injury

Variables Direot Indirect Totad Rank Order
Work hazards 015 LU By 3
Social support ’ - -0.14" 014" 4
Salaty onviocewnemt 016 0.16* 2
Job dissatisfaction 029° 029" 1
Safs woek bahaviar 014 - .34 4

*indicaten 005 probabiity level of significamce

Total Effect of the Significant Variables on Safe Work Behavior

Varablas Diract Indirect loctad Rank Orcer
Work hazards 0o oo 3
Secial suppon — 0.40" 0.40~ 1
Safety anvirooarnesns o226 003 n 9~ r

Job strexs e -0.09 <009 4
Negative personalny .0.25* i 0 25* 3

el e NAE b AT Sl el M

Now what do we see that we found that work hazard visa work injury work hazard has no direct
effects in the model we have failed but it is indirect effect. Total effect is this social support this
indirect affect this safety environment indirect effect this and total effect this job dissatisfaction
direct effect and safety behavior this is the case. So ultimately based on this total of effect we
have given the rank one, two, three, four and five, like this. Similarly as there are many

variables, many dependent variables or dependent constructs you can find out here.
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Structural Model Run
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Accident Model Path Diagram
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See these are the exogenous but all are endogenous. So for all any of the endogenous level
variable, you can find out that what are the direct and indirect effects. This will definitely help

you in making better policy, okay.
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Contributions of constructs

Total Effeot of the Significant Variables on Work Injurny

Varlables Diiraai Indirsat Tkl Rank ey
Whork hazands L% B 0% 5 |
focinl mupport - 0147 b4 A
Balery onvioorsres] . -0 18 R [ &
Joh dizgatisfaction oanT 0o 1
Hale wook bahaviaor =014 — -0 14% A

D0 ity leenl of signilicarce

Total Effest af tha Bignificant Variables on Safe Werk Bahaviar

Wmrablas Lliract Indiract Todal Hmnk Cirdar
Wiork hazands oo 0T 2
Bamzial sugpponn —_ g 0.40= i
Salfeby anvirceenend 260" nnx 0= .
Job skrass e -0 0 -0 0g9* 4
Hagalivg pesionality 025 Ly 3

findicetes 005 puobabslity lreel of signilicars=

Total effect, so we calculated for this case work behavior for work injury for job dissatisfaction,
what are the variables.
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Application of the developed Methodologies (Contd.)

Total Effect of the Significant Variables on Job Dissatiafaction

Vaciahins Dirnct nclirect Total Rank Ovdor
Work haxssdx 0.58 o 049~ 1
Social supporn 033~ 33 3
Satoty evvviconment .0 40° 003 0.43% 2

*indicates 009 probability lavel of significance

And what is the rank order.
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“In a day, when
you DON’T COME
across any
PROBLEMS — you
can be sure that
you are traveling in
a WRONG PATH”

So thank you very much. Next class we will discuss confirmatory factor model with respect to

structural equation modeling followed by my structural model which is basically a path model.

Thank you very much.



