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Good morning, & will continue factor analysibat is the third lecture on factor analysis
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In first lecture, we have described the concepioailel and we havgiven some examples. In
second lecture, we discussed about the medgmationsthat is from principle component
analysis point of view from principle factorethod point of view. Also, we have discussédut

the maximum likelihood method poiof view. This lecture will start with modeddequacy test,

model adequacy test then followled your factor rotation, followed by factecores.

Then | will show you Sgss exploratoryfactor analysis and if time permits | wijo for

confirmatory factor analysthatonly basics e under model adequacy test
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Adequacy test for factor analysis

* Correlation matrix
* Bartlett’s sphericity test

-

c (2p+3)
Kotp-tya = ‘[(II—I)—I—

]ln|R|

p = number of variables
n = number of observations
(- . R=Correlation matrix
1) p(p-1)/2 = Degrees of freedom

| have already discussed the Correlation mattisaid that if there are substantial correlation
coefficients®0.30, thenyou go for factor analysis means suppose lyave a lage data matrix
and correlation coefficienhatrix is pxp. There ardarge number®f values, large number of
values havingmore han 0. 3. S e sphenedty ti ess tB, a r §pHeretityttest sise3 s

this formulation that you find out the cotagion matrix.

First take the determinant of it and tdkgarithm of this, then you multiply witkhis, in this
ultimately followscdistributions with px p -1/ 2 degree®f freedom. Now, if this quantity, if



this quantity is more than the tabulated valuben the hypothesis is that no factorization
possible. That factorization not possiliat is not true here, so we will rejeutll hypothesis in
this caseThen, another one is that large sample wdsth is likelihood ratio test large sample

Likelihood ratio test.
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So we will again giveyou the Bartlett procedure here, here th# hypothesis ighat the co
populationcovariance matrix is coming from the factoodel, we are able to reproduce frtme
factor model. This population covariang®trix, it is correct and His that sigmas any other
positive definite matrixSo, this is my step onbdt means set theypothesis, your step twwou

have to find out the statistics appropritst statistics, what is your test statistics.

As | told you that it is the locality likelihookhtio, so-2 log this capitabs this eis not this capital

& So,in this case this is basically, similarttus Wilks awhat you have seen earligmat similar

to Wilks atype of thingsSo, if | write like nota-here if | writethat this is our let its w. So, we

are creating this and that one-%log deér log deé r mi nan't of that , X7
where §is n-1/nx S that is the sample covarianoatrix for n>m very large tendto infinity

and S n become S.

by



So for largesample size you can use S determinant determinant of S then once | know, so
that means what is my test statistics here my #atistics is-2 log determinant ok by
determinant of $ Then you have to findut that what is the sampling distributisampling
distribution of the test statistidsst statistics, now Bartlett saysatithatm log determinant of
x [ S50, please keep in mind that we are writihg estimate value herethis one becaughis

is what is our random variable randaemponent here.

Sothis follows & distribution with half of p- m? - p plus m,thosedegees of freedom. Sdirst
this hypothesis related to the populatiben sample statistics related to the estiméites your
sampling distribution related the estimateNow, you have to take the decision, decisiolh be
reject Hy if this quantity if| write this total quantity aDOGc % p1°i p + m for magtte U

usuallyUwill be 0.

So, we will reject a 0 for thisondition, what does it mean you are saymagit is not that the
factor model is notable to reproduce the population covariaratgx. So, if you want to have
your factor model acceptable thengkshould be accepteddow, this is from the hypothesis

distinctpoint of view correlation matrix Bartletést, all those things we have discussed.
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Next issue is that number of tacs to beretained, how many factors you will get. Sbjs
similar to principal component analysighere we have seen that number of compoteite
kept by several means for example, percentageulative variance explained. Then we have
also given yolEigen value criteria from mucih may be Eigen value criteria, when you Uge
matrix then screed plot is there. Simikaings, similar many things here explaingxre for
example, let we have p variableg have extracted, let it be two factor thfaetors. You know
the loadings, if | say then you knatve Eigen values here thisis 3, 3 =1 to . So, you find
out the percentage, what percentage it is, wieatentage it is, what percentage it is, #meh

you find out the cumulative percentage.

Set a criteria criterion, let you want tbemulative percentage, it should @0 % are these three
factorsyou are considering able to explain thisyes, this factor model is good and yoan
keep three factors, now screen plot afso have seen der screen plot what is that, this
Eigen value will satisfy factoone factor two like this Eigen value. Suppogeur values are
coming like this, so thigs your elbow, so you keep three factors &mngen value when you use

R matrix.



So, forthoseEigen values which are more than 1thatyou consideraat [gthat one variable
variability will be explained by this. Sthis is similar to usual component analysisy to keep,

how many fact components yaant to keepAs we have discussed earlier
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Factoranalysishas two important purposes, two importpatposes, what are those twofeQs
your definitely dimension reduction, second asénterpretability. By interpretability, we want
to mean that we will be abte providename to each of the factors correct. So, how to provide
name for example, consider that we have three fabtnes and there are several variables like

this and when you have seen the loadingsubsatlambda values.

You may find might havdound out a situation similar to this whetteese loadings are high,
where with factoione these loadings are high with factors tiMeese loadings are higher factor
three, butother loadings like ¥ X, X3 loadingson factor two as well as factor three aeyy
small negligible. That means, we agnore those loadings under such situatidrat we can say

thatxy, Xo, X3 IS creatingfactor one ¥, xs is creating factor twdsg, X7, Xg IS creating factor three.



Thenwe can probably name these factors caeraigwhat are these variables what is the nature
of these variables the name will be commohis three for E This two for k, thisthree for i

can you get this structure immediateipen you draw when you basically conduct exploratory
factor analys. The way we have discusség any of the method maybe your principal

component, analysis method, principal fact@thod, your maximum likelihood method anyone

of the method you have extracted, sasyimated.

The factors parameters models are avalab® you getting this or not it may so happlesit you
will not get this structure undsuch situation it is desirable to rotate thetor in such a manner
that that the loadingf some of the variables. On a particdketor that I that factor that Wl be
maximumwhereas, the loadings of other variables Wwél minimum. Similarly, if you want to
find some other set of x excluding the oneshage consider for the; Fhat which willbe highly
loaded with E and very low loadingvith other factorsSo this can be possibliarough factor

rotation, so in order to understattnils fully | will first show you one example.

(Refer Slide Time: 16:51)

Adequacy test for factor analysis

* Correlation matrix

* Bartlett's sphericity test
(2p+3)

z ]Ianl

Zj-,v wr = —[(n=1) -

p = number of variables

n = number of observations
»~~.  R=Correlation matrix
[ f) p(p-1)/2 = Degrees of freedom
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Two Types (contd.)

2. Confirmatory Factor Analysis (CFA)
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Two Types

1. Exploratory Factor Analysis (EFA)
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A s are known as factor loadings
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Statistical Representation

Covariance of manifest variables (Z) =

Covariance explained by factors (N'A) +
Covariance unexplained (V)

.e.,
I=N\+VY
For specific variable,

Var (Xj) = Communality + Specific Variance
¥
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A mathematical representation

Xi—pi=AuFi+AeF2+ €

X2-|.11=M1F:+)\11F:+€z

Xe— pts = Ast F1 + Aa2 F2 + €6

In matrix form

&
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A pictorial representation
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Results
Variables Factor-1 Factor-2 Communalities
Gaslic 0,553 0.429 0.49
English 0.563 0,288 0.41
History 0.392 0.450 0.36
Arith-matic 0,740 0273 0.63
Algebra 0.724 -0.211 0.59
Geometry 0.595 -0.132 0.37
% variance 0.37 0.10
explained

o What are these values in the columns?

PTSL

Seethis is the results obtained by Maxweald Lawley 1971 paper, they have conductedtor
analysis of responses of two twengyudents under six variables Gaelic, Englisistory,
arithmetic, algebra and geometecan the factor loadings were extracted tfastors factor
loadings and commonalitieand like this. Now, if you see this loadis Gaelic is equally loaded
almost equally loadedith factor 1 and factor 2 because the loadmtye is 0.553 for factor 1
0.429 for factor2.

Similarly English also definitely Englishas certain higher loading on factorl litibever, but it
is not regligible loading forHistory. Again, equal pattern almost for arithmeyes there is
higher loading for factor 1 andkfinitely from compared to 0.74, 0.27import a lessbut none
of the loadings herd iou find that our geo in that sense nafehe variables are not loaded
with the twofactors considered keeping in mind that thégjative symbol here, given this is not

anissue here.

Basically, it may be the negativelgaded or positively loaded, but they d&aded. So, under
this condition if wewantto see
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