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Good afternoon. Today, we will continue model diagnostics.  
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Today we will continue model adequacy tests, adequacy tests under this todayôs topic is tests of 

assumptions. Now let us look back what we have completed so far under multiple linear 

regression. 
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We have taken this data set. 
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Then we have fitted the regression equation with sales volume Y and your machine breakdown 

hours X2 and absenteeism X1 and the observed value this is the fitted value and residuals and 

this is your X transpose X inverse on that matrix and which we have used to calculate some of 

the regression statistics.  
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Analysis of variance we have completed. 
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We have also completed the parameter tests. 
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Then todayôs topic is test of assumptions, one of the assumptions is linearity. Now if you look 

into the results of the given problem that is the small company is doing business in local city 

where sales volume is a function of your absenteeism and breakdown hours. 
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 Plus error so this diagram is related to the that fitted value that is y^ß is the residual and If there 

is any anything that is departure from linearity, then what will happen? The scenario will be like 

this, suppose you took y versus x, then your data points are like this. Now if you fit linear model, 

this is y^ß0 + ß1 x + ß1 ^ + ß 1x this is the regression line.  

 

Then what will happen, when you plot the error versus that is the fitted residuals versus predicted 

value, you will get the line you will not get straight. Your non linear part will come here it will 

come here like this, okay. This will be the zero value error part.  

 

 

 

 

 

 

 

 

 


