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Good afternoon. Today, we will continue mode&gnostics.
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Today we will continue modeldequacy tests, adequacy testderthist oday és t opi ¢c i ¢
assumptionsNow let us look back what we have cdeted so far under multiple linear

regression.
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An example

sk Profitin [Sales volume| Absenteeis Machine [
( Months 3 ¢ | M-Ratio
No. Rs million| in 1000 min % |breakdown in hours
: 0 100 9 62 | 1
L | Apai |1 , § N S -
2 May | 12 110 8 SR | 1.3
3 Tune 11 105 7 o4 11
4 July 9 94 14 ol | 08
T ' |
5 Aug 9 95 12 63 | 0.8
6 Sep 10 90 10 57 | 09
. ‘
7 Oct L 104 7 55 |
8 Now 12 108 < 56 l 1.2
9 Dec 1l 105 O 59 | 1.1
10 Fan 10 98 5 61 | 1.0
’ ‘
11 Feb 11 103 7 37 | 1.2
(‘.-I\ March 12 110 6 o0 | 12

We have taken this data set.
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Regression parameter estimates

Y=130.22-1.24X1-0.30X2 + €

Observed  Fitted  Residuals Cw (XTX)A 2

100 100044 -0.44 40.9 0.1 0.703
110 102.88 7:ka 0.11 0.012 -0.004
105 102.32 2.68 -0.7 ~0.004 0.012
94 94.82 -0.82
95 96.41 Eo A SSE Y'(I-H)Y 155
99 100.69 -1.69
104 105.02  -1.02 sefz S5Ef(n-p-1) 17.22
108 108,45 0,45
105 105.07 0.07
98 105.71 7.73

ow 103 104.42 -1.42

{. 0)110 104.77 5.23

Thenwe have fitted the regression equatwith sales volura Y and your machine breakdown
hours X2 and absenteeism X1 and the obsevahae ths is the fitted value and residuals and
thisis your X transpose X inverse on thmtrix and which we have used to calculstene of

the regression statistics.
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Goodness of fit test

Analysis of Variance

Source DF 5SS MS  F P
Regression 2 171.23 85.62 5.01 0.034
Residual Error 9 153.68 17.08

Total 11 324.92

R-Sq =52.7% R-Sq(adj) = 42.2%

Analysis of varianceve have completed.
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Parameter test

Predictor Coef SE T P VIF
Constant 130.22 26.43  4.93 0.001

Absenteeism% 1.2432 0.4480 -2.78 0.022 1,092
Machine BH 0.2999 0.4586 -0.65 0.529 1.092

.".
z v)

We have also completed the parameter tests.
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Test of assumptions: linearity

1.
L
,”! 1 .
(,o) Fittod Vishou
Thentodap s t opi c i s t eeotthe@adsumators ishredriiemfs/qu look

into the results of the giveproblem that is the small company is doimgsiness in local city

where sales volumis a function of your absenteeism and breakdbaurs
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Plus error so this diagram islated o the that fitted value that i\ is the residual anid there
is any anythinghat is departure from linearity, then wihetl happen?The scenario will be like
this, sippose you took y versus X, then ydatapoints are like this. Nowf you fit linear model,

this isy™30 + 31 x + B1 ~ + Rx this is the regression line.

Thenwhat will happenwhen you plot theerror versus that is the fitted residuadéssus predicted
value, you will get the lingou will not get straightYour non lineampart will come here it will

come here likehis, okay This will be the zero value error part.



