Measure Theoretic Probability 1
Prof. Suprio Bhar
Department of Mathematics & Statistics
Indian Institute of Technology, Kanpur
Lecture No. 06
Measures and Measure Spaces

Welcome to this lecture. This is the first lecture of week 2. And we are going to start the
discussion of a new topic involving Measures and Measure Spaces. Before we go forward, we
first recall what we have already done in week 1. So, in week 1, we looked at events that are
arise from certain random experiments and then we considered this collection of events. And we
looked at three specific type of structures on top of these collections, o — fields, fields and

Monotone classes. These involved certain set operations that the collections are closed under.

We had also looked at specific examples of the subfield, o — fields and model classes. In
particular, we have spent a lot of time in understanding many of these ways of generating o —
fields. We restricted our attention to the Borel o — fields on the real line and we understood the
different generating classes that generate this Borel o — field on the real line. We have also
extend this notion of Borel 6 — fields on higher dimensions and also to the external real number

system.

At the end, we have also looked at limits of sequence of sets. We did it in two ways. One, using
set inclusions, we had looked at two different set theoretic inclusions, one was the interestingness
and other was a decreasingness and by means of that we tried to define the notions of limits. And
another notion of these limits were taken for general sequences of sets, where we considered this

notions of lim sup and

And using these notions of limits, we had also considered the notions of Monotone classes. And
towards the end, we saw the connections between the fields, 0 — fields and Monotone classes
through the Monotone class theorem. So, that is what we had discussed in week 1. Now, we will

start on with this notion of measures and measure spaces.
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So, as before I switch over to the slides. So, in the previous lectures, we have seen examples of
events in sample spaces or more generally, certain collections of subsets in measurable spaces.
Now, we would like to understand this specific question that given certain collections of events,
with respect to our random experiment, we would like to understand which of these specific

events are more likely to occur than the others.

Or in the general setting for a non-empty set, if you are given a collection of sets, we will have to
understand if we can attach certain importance to these subsets and which are more important
than the other. You can simply think of it in terms of the size of the sets. We would like to

understand if certain subsets are larger than the other.

To understand these concepts, what we are going to do is that we are going to associate certain
numerical values to these sets. So, we will start off with certain collection of sets and then we
will associate values to each of these sets that is in your collection. And thereby we are going to

obtain certain specific type of functions. And this is what we define now.
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So, this is what this notion of set function is all about. A set function is a real valued or extended
real valued function defined on a collection of subsets of a non-empty set. So, the definition is
pretty simple. You take some collection of subsets and for each set in your collection you
associate a value. This value is allowed to be real number or excellent real number and then you

get a set function. But there are certain clarifications that are required.

So, in general, what we have defined so far is that set functions are defined on any collections of
subsets. However, in practice, what we need is certain structures on this type of set functions and

the corresponding collections. And what we are going to consider are set functions on special



collections subsets, which will typically be o —fields or fields. Now, the notion that we

immediately follow from this discussion is these notions of measures of sets.
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So, what we are interested in again is to understand how likely for an event to occur or how large
a certain subset. Now, to do that, we are now associating certain values to this, which we will
think of it as size or a measure of these sets. Now, the idea is, if you have two distinct subsets, if
they are pairwise disjoint, then if you are adding them up, then their sizes should be added up.

So, that is the basic idea.



So, if you have two pieces of things, if they have individual sizes, when you mix them up, they
should have the total size computed as the addition of the two individual sizes. So, with this kind
of notions at hand, we are going to consider these notions of measures and this is our next
definition. So, we are going to consider non-negative set functions on ¢ — fields. So, we will
start off with a measurable space and for each set in the o —field, we are going to associate some
numbers which is between 0 and co. oo is allowed. And we are going to say that this is a measure

if it satisfies this property of countable additivity.

So, what is countable additivity? We are going to look at certain sequences from the o —field
with these properties that An’s should be pairwise disjoint. So, what is this? This means that

An N Am is empty if n # m. So, they do not have any element in common if you are looking at

two distinct sets.

Now, for this type of sequences, this union is of course there in the o —field. So, you can talk
about the size of that or the function value of that, because the function is defined on the whole
collection. So, you can talk about this value on the left hand side. But we want it to be equal to
the right hand side, which is made up of the individual sizes and adding them up. So, that is how

you get the series on the right hand side. So, this is what countable additivity is all about.

So, as long as these sets are pairwise disjoint, they do not have any element in common. You
look at their individual sizes and add them up. If it so happens for that function that you have
taken then this function is countably additive. And if the function is, in addition, is non-negative,

then we are going to call it a measure.
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But there is a clarification here that if you consider any arbitrary set function, this need not be
non negative, you can still consider the notion of countable additivity. And more interestingly,
you can, in fact, consider general collections of subsets F which need not be significant and you

can still consider this countable additivity. So, how do you define this?

So, again, we have to go back to the basic principle that if you have a sequence of sets in that
collection, which need not be o —fields now, if you have such a sequence, which are pairwise
rejoined, once more, then you should be able to add up the sizes. So, that is the basic principle
here. But then, the main concern is whether this union, this countable union of these sets is in
your collection or not. If you are considering a general collection, which is not closed under

countable unions, then this is difficult to ensure.

So, what you do is that, you take those sequences, so you take only those sequences with these
two properties that the sets are pairwise disjoint and union is in the collections F. So, just to
clarify, earlier, when you had the o —fields, then you did not have to restrict the collections of
sequences that you are going to reconsider. But now, you are going to consider those specific

sequences.

So, now, the restrictions is on the choice of the sequences is that you have to take these sets in
your sequence to be pairwise disjoint and the union should be in the collection, only then you can
talk about the size of this because the domain of p is exactly F. So, you can talk about that. So,

that gives your left hand side in the countable addivitiy property. So, that is the size of the whole



union. And on the right hand side, it is the sum of the individual sizes. So that is basically the

idea. So, that is the general notion of countable additivity.
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But let us now concentrate our attention to measures. So, again, measures were non-negative,
countably additive set functions on o —fields. Now, many authors put this additional condition
that the measure of empty set is 0 as a part of the definition of a measure p. So, we did not
assume any such thing, but many authors would prefer to do that. What we are going to do, we
are going to make an additional assumption later on which we will justify, of course, and we will

motivate that.

And after that assumption, we are going to show that this fact that measure of the empty set is 0
followed as a property. So, we do not follow the other authors who would prefer to put it in the
definition. We are going to make an assumption with some appropriate motivation and then we

will derive it from the assumption. So, we will see that in note 5.
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But before that, once you have a notion of a measure on a measurable space (1 f, then you can
look at this triple. So, first is an empty set, then you have a significant on top of that and there is
a measure defined on this collection of sets on this o —field. So, if you have this triple like that,
you are going to call it as a measure of space. So, first you had non-empty sets. You added ac —

field on top of that. You had these notions of measurable spaces.

Now, on top of this collection of sets, the o —fields, once you have a measure with this
non-negative countably addivitive set function then you get a measure space. So, on top of
measurable spaces, if you have a way of measuring the sizes of sets, you will now call it measure

spaces.
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So, now, unless otherwise specified, if you are looking at this pair, if you see this notation
anywhere, this will denote a measurable space. And now start off with this explicit clarification
that if this is a measurable measure space, then we are going to say that p is a measure on this
o —field F, provided Q is understood from the context. So, we are going to not write down all

these things. We are going to simply say that p is a measure on the o —field F.

On the other hand, there is also the equivalent statement that p is a measure on the domain (). So,
again, as long as the o —field is understood from the context, you can simply write this. This is

our way of simplifying the notation. As long as the signal fields and the domain is understood



from the context, you can simply say that the measure is defined on the o —field itself, instead of
saying that it is defined on the measurable space or you can simply say that it is a measure on the

domain set () instead of saying it is defined on a measurable space (Q, F).
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So, with this clarification at hand, we are now going to start off with examples of measures. So,
there are certain simple examples we are going to see, but more useful examples will be
discussed later on, when we consider certain properties of these measures and then which will
allow us to construct more examples. So, we are going to look at three specific examples, which

are measures on any measurable space. So, this is very interesting.



You take any arbitrary measurable space and look at these three types of functions. And then we
can show that these are measures. So, otherwise, there will be restrictions, depending on the
choice of the () and F, you will get different, different types of examples. But in general, these
three types of examples are always there for you. So, what are these? Let us take them one by

one.

So, the first example is that which associates to all sets with the value 0. So, you say that the all
the sets are of size 0. So, that could, that is the first example. And how does this work? So, you
take up pairwise disjoint sequences of sets, so you have a sequence of sets in your o. And if the

sets are pairwise disjoint then you look at their countable union. This is also in the o —field.

Now, what happens? So, the countable union is in the o. So, therefore, | of the countable union
as per the definition, this is 0, because all the sets gets associated the size 0. So, in your
countable additivity property, one side is already 0. Now, we are going to consider the
summation of the individual sizes, but then individual sizes are also 0. So, if you sum them up,
you will again get 0 on the right hand side. So, countable additivity is verified for any sequences
of sets, where the sets are pairwise disjoint. So, therefore, this first example is a genuine example

of a measure on any arbitrary general measurable space.

What is the second example? Second example says that you associate the value oo to all the sets.
So, you say that all the sets are of size oco. Again, how does this work? So, you take again
sequences of sets, these sequences, if it so happens that the sets that you have they are pairwise
disjoint, look at their union that is again in the o —field. Then what is the size of the union?

Since all the sets are getting infinite size, so that union also has infinite size.

But on the right hand side, what happens you are adding up the individual sizes, which all of
which are co. So, if you add up oo countably many times you still end up with oo. So, therefore,

this is also another example of a measure on a general measurable space (Q, F).

Try to write down these arguments and also consider this third type of example which says that
you will look at whether your subset is empty or not. If it is empty, you associate the value 0,
otherwise you associate the value co. So, if your set has at least one element, if your set capital A

has at least one element, you associate the size oo. If the set is empty, you associate the value of



0. So, this is another example and try to see that this also satisfies the countable additivity, which

has to be checked.

Now, one important thing that you need to keep in mind that these three set functions that we
have taken are non-negative and taking values in between 0 and co. So that is something we will
have to keep in mind. So, we are looking at non-negative set functions, possibly taking values oo,

but they should also satisfy countable additivity.

(Refer Slide Time: 16:10)

T
Nt (8): “The on\“\%\l () ebove does Mot

howe o k;\«dg\ A\ vz'@m% Caneg' and.
henee, we exdnde s Fontes_
o\wx%z&/e. Trn whall fhlads, we moke
e O\Ss\x"nl\\f\i@f\ ol Nhae exiehs Aed

bR P\( A) < 0, CDY\&Q_Y\J\&Y\A\\CV‘ , W 85\-

bR P\(F\\ < 0, CD“&Q_YW&“\\&/ We_ 8(%
e \\sno‘gm\'\a Qiecvasad 2ol W Nel @

%EOG:\RCW\@’. let /\I\ be 00 Mogue on

QSL,:}) . T\f\@(\k () = o.

Poofs (et Aed iR NI <o,
Considesr e %D\\G\D\'Y& SQSE\J\QT\QQ 0’? \)&lmﬁgq



But then we are going to look at the second example in a more detail now. So, what does this
say? So, the second example says that we are going to associate infinite size to all the sets.
However, this does not really make sense in physical sense. So, if everything has infinite size,
then it is not really interesting. So, what we are going to say is that we are going to exclude this
specific example from your further analysis. So, we do not want to say that all the sets have

infinite size.

So, what follows, we make this assumption important, this is an assumption. So, there should be
one set which has finite size or finite measure. So, measure of A, u(A) is finite, it is not infinite.
So, there should be such a set. So, this is the assumption that we are going to make.
Consequently, we are going to get this interesting property that we have discussed earlier in

earlier note. So, what is this? This is follows in the proposition.

So, what is this? So, suppose 1 is a measure and then what will happen is that the measure of the
empty set is 0. So, remember, we said that some of the authors put this in the definition, but now
we are saying that we do not want to look at that specific example which associates infinite size

to all assets.

If you want to exclude that example, then there will be at least one set which has finite size. And
put that in your assumption implicitly that if p is a measure, then you will expect to get one set

where your size is finite. So, assuming that you can show that measure of the empty set is 0.
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So, how do you show this? So, start with such a set which has finite size and consider this
sequence of pairwise disjoint sets. So, take the first set as A itself and then from the second spot
onwards, put the empty set. So, this is a sequence of sets in your o —field. And this is also
pairwise disjoint, so now you apply the countable additivity. What happens to the complete
union? The countable union, it is just nothing but the original set 4 itself. So, therefore, on your
left hand side in your countable additivity property is that the measure or p of the whole union,

which is nothing but the A itself so that happens to that happens to be on your left hand side.

What happens on the right hand side, you have to add up the individual sizes. So, first size that
we need to consider is the size or the u(A) itself and then you are adding up all the individual
sizes of the empty sets. So, that gives you this additional series on your right hand side. But then,

as long as you assume that measure of A, u(A4) is finite, you can cancel off from the right hand

side and the left hand side.

And therefore, what you end up with is that the series summation measure or u(¢) is 0. Now,
this is possible only if p(¢) is 0. Remember, p(¢) as per definition itself, it takes some value
between 0 and oo, o included. But then if you have anything positive, anything non-zero, then
immediately that summation will diverge because you are just adding up this constant value over

and over again throughout the series.



So, therefore, for this to be 0, you must have p(¢p) to be 0. So, therefore, following this
assumption that there exists a set with finite mass or finite size, you immediately get that p(¢) is

0. So, this is something we are going to use from now onwards.
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So, now, this is an important clarification. We saw that this assumption that we made implies that
() is 0. This is true for any measure p. But now this is an important clarification that the
reader should note that this assumption does not follow from the definition of a measure. We are

putting it as an assumption. This is not a property of a measure. We are putting it as a assumption



for our convenience. So, to repeat the motivation for this assumption was to exclude that

example which associated infinite mass to all the sets.

So, therefore, from now on we are going to make this assumption, but you should be clear that
this is an assumption and not a property. So, this does not follow from just taking a measure. So,

if you just have a measure, it does not follow that there exists a set with finite mass.

(Refer Slide Time: 20:33)

0L wrghon v B excdwde ‘{mw\k\aq\) oo

Prdosifion@) lel 3 be o Mmeoswe On
QJ\'H)' leX Apha, oy Ay €3 be.

foSnuiee NCAMT . Then N %n‘(h\&
OA&AR\IQ) ‘\(Q.
M 0\
A'\ = Z A'\ .
)\A ( 19\ \ [ }A( )

=1

So, now, since the measure of the empty set is 0, this now allows us to prove certain nice

properties. So, what are these? So, if | is a measure and take finitely many sets A1’ Az’ .. .,An n

your o —field, if they turn out to be pairwise disjoint, so you have a finite collection of sets A1’

A e An and if they are pairwise disjoint, then you get what is known as finite additivity of the

set function W or the measure p. What is this?

So, you look at this finite union. So, you have to discuss that this finite unions are also in the
o —fields. So, p of this finite union is equal to the this finite summation of this individual sizes.

So, u(Ai) you added them up, you get back the p of the whole union.
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So, how do you prove this? So, this is simple to prove from countable additivity. What you do?

You take the original sets as given A Y A g An, they are given to be pairwise disjoint, but

from n plus oneth place onwards you put the empty set. So, therefore, you get sequence, but this
sequence turns out to be pairwise disjoint. Now, apply countable additivity, what will happen is
that, on your left hand side, you are looking at the union of this sequence of sets. So, that union is
nothing but this finite union. So, that turns out to be on the left hand side of this countable

additivity property.

On the right hand side, you will first add up these sizes of these sets, individual sizes, so you will

get measure of Ai, measure of A to measure of An and then measures of the empty sets. But since

you have proved that measures of empty set is 0, there will be no contribution in that series and

n

therefore, it just reduces to the ), u(Al,). So, that allows us to prove countable additivity implies
i=1

finite additivity provided p(¢) is 0. And that followed from that assumption that we have made.
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But then this finite additivity has these interesting applications. So, what are these? So, if you

have a measure, then for all sets in your collection, in your o —field, you have u(4) + u(AC). If
you add them up, they should match with u(2). And in particular, you also have this interesting

inequality that says that for all subsets (A) is dominant from above by p of the whole set.

So, how do you prove this? So, first start with this proof of this statement p(4) + u(AC)

becoming p(Q). So, how do you prove this? So, take a look at this disjoint union A U A°. That

union is nothing but the whole set (0 and since this is disjoint their intersection is of course



empty. So, now, if you apply countable additivity or the application of countable additivity to
finite additivity, if you apply finite relativity to here, then you get u(4) + u(AC), if you add up
these sizes, you should get the p of the whole union which is nothing but the ().

So, therefore, from finite additivity, you get this property. But then you observe that for any set
A, A complement is also in your o —field and since p is non-negative, so it takes non-negative
values, so u(Ac) is non-negative. So, from the equality that p(4) + u(AC) = u(Q), you
immediately say that since u(AC) is certain non-negative quantity, you must have that p(4)

dominated from above by the p().

So, therefore, what you are basically saying is that p(£) is that maximum possible value that is
achieved by this measure p. So, remember, p is a function defined on this collection of sets and
you are looking at individual sizes of the sets and the maximum possible value achieved by this

function which is given by p(€Q) itself. The maximum value is achieved at the whole set.
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So, with this at hand, we are now going to define these interesting concepts called infinite
measures and infinite measure spaces and correspondingly finite measures and finite measure
spaces. So, if p is a measure with the property that the measure of the whole set is infinite, then
we say that p is an infinite measure and refer to this triple as an infinite measure space. So, it is
pretty simple. You already said that p(£2) is the maximum possible value. Look at that value. If it
is infinite, then you will say that u is an infinite measure and the corresponding measure space

will be said to be an infinite measure space.

And you can immediately guess that for finite measures case, all you need is to restrict your

attention to the measure of the whole set being finite. So, again p(f) is the maximum possible



value achieved by this function p by the measure p. And if this is finite, then we are going to say
that p is a finite measure and the corresponding triple, corresponding measure space will be

referred to as a finite measure of space. Now, you are going to ask what are examples of this

finite measure spaces or infinite measure spaces.
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To go to that we now see this interesting example called the counting measure. So, what does
counting measure do? You take a non-empty set ) and consider this measurable space. So, ()
together with the power set o which is nothing but the collection of all subsets. So, on this
measurable space look at this non-negative set function p. So, what you do? So, look at any
arbitrary subset that is in your power set, look at any arbitrary subset, if it so happens that this
arbitrary subset is finite, if it has finite number of elements, then you just add up the number of

elements and put that in. So, that is the value or the size of the set.

If the set is infinite, meaning if it has infinitely many elements, then you associate the value co.
So, just to clarify, if your set has finitely many elements, you will just put that number as the size
of the set. Otherwise, if the set is countably infinite or uncountably infinite you associate the
value co. Again, this #4 denotes the number of elements in A. So, this is for the case when the

set 4 has finite number of elements.

Now, you can easily check that this definition of a non-empty set function is actually countably
additivie and therefore, this becomes a measure on this measurable space. Now, please check
this. Since the values of these sets or the sizes of these sets are exactly the number of elements, p
is called the counting measure. So, this set function p what it does, it just tells you the number of

elements in your set and that is why you call it a counting measure.

Now, if you have a finite set , if your original set or the whole set is itself is finite, then pu(Q) is

finite just by definition, and therefore, it becomes a finite measure. So, counting measures



becomes finite if Q itself has finite number of elements. If ) has infinite number of elements,
then p(QQ) is infinite. Therefore, u becomes an infinite measure. So, the corresponding measures
spaces become finite measures or infinite measures accordingly.
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Now, if you have a finite measure, we are immediately getting this fact that p(A) is finite. This
is because p((1) is the maximum possible value achieved by the set function p, by the measure p
and this maximum value if it is assumed to be finite, then of course, all the individual subsets
will also have finite sides. So, therefore, if p is a finite measure, then you immediately get this
property. But just to clarify that assumption that we have made earlier, this is important for the
case of an infinite measure. If you have an infinite measure, there need not exist any set A in

your o —field such that pu(A) is finite.

First of all the measure of the whole set is c0. And remember that example where the measure
was associating value oo to all the sets. So, if you just have given infinite measure on some 6 —
field or on some measurable space, this immediately does not follow that there is a set with finite
mass, finite size or p(A) being finite. It did not follow. This does not follow from the definition.

But we had made it an assumption, and therefore, we are getting all these interesting properties.

So, this is the assumption that we are making here and this is what I am repeatedly stressing on.
And this assumption is being made for our convenience only, because you do not want to
consider that specific example that is associating infinite mass to all possible sets. That is not
really interesting. So, in all subsequent discussions, we make this assumption implicitly. We are
not going to state it anymore. We are going to use this and use the fact that the measure of the

empty set is 0 and all the subsequent properties.



So, the idea is this, that if you are just given an infinite measure, then it is not necessary that
there should be a set with finite mass, but for our convenience, we made this as an assumption
and therefore, we are getting these nice properties that follow afterwards. So, in all subsequent
discussions, whenever we are discussing other properties and so on, we have, we are going to
make this assumption implicitly. So, we are going to stop this lecture. We will stop here and we

will continue the discussion in the next lecture.



