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Essentials of Data Science with R Software - 2  
Sampling Theory and Linear Regression Analysis 

Prof. Shalabh 
Department of Mathematics and Statistics 

Indian Institute of Technology Kanpur 

Linear Regression Analysis 
Lecture - 53 

Variable Selection using LASSO Regression 
LASSO with R 

Hello friends welcome to the course Essentials of Data Science with R Software – 2, 

where we are trying to learn the topics of Sampling Theory and Linear Regression 

Analysis. In this module on the Linear Regression Analysis, we are going to continue 

with our chapter on variables collection with LASSO Regression. So, you can recall that 

in the earlier lecture we had talked about lasso regression. And, what was LASSO that 

was based on the ridge regression. 

The concept was borrowed from ridge regression and the penalties were changed, and 

the advantage of putting the penalty was that we are able to choose a subset of important 

independent or explanatory variables. And, I have given you a brief introduction and a 

complete idea. So, in this lecture we are going to take an example and we will try to see 

how this LASSO can be performed in R software. 

And, how to interpret the results; how to take the conclusions from the outcome of the 

software? But, before I go further, as I told you that different types of extensions of lasso 

have been developed and if you go into R, you have a software for each type of lasso. So, 

in case whatever we are doing here if you simply want to extend it, then you have to use 

the appropriate package as far as lasso is concerned. 

Now, you have understood what is lasso? Whatever are the extension and variation of 

lasso, they are simply trying to put some more constraints and trying to trying to improve 

it, right. Whether this is fused lasso, or say group lasso, or elastic net whatever it is. So, 

they can be used under different types of condition. 

So, once you understand lasso once you understand how to take the correct conclusions, 

I think there should not be any problem in doing any type of lasso, ok. So, now, let us 
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begin in this lecture, first I will try to give you the details of the package to be used and 

then I will take an example, ok.  

(Refer Slide Time: 02:37) 

 

So, now our objective is this we are going to compute the regression coefficient vector 

beta in the model y = X+using the LASSO regression, ok. 

(Refer Slide Time: 02:52) 

 

So, first I try to take an example and the same example will be implemented over there in 

the R console, first I will try to show the slides and then I will try to show you what it on 
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the R console also. Now, this example is now different, this is not the same example of 

student of marks etc. 

Suppose, the yield of a crop which is measured in kilogram and the crop is measured per 

hectare, suppose the crop depends on several variables, and we have considered here 6 

possible variable. X1 is the quantity of fertilizer, X2 is the quantity of seeds, X3 is the 

relative humidity, we know that these are very important variables. 

Now, I try to take another variable quantity of diesel, in liters which is used per week. 

Now, definitely you can you cannot say that the diesel is not used in agriculture, because 

sometime for the irrigation, and other things people try to use some types of pumps to 

take the water. And, so the quantity of diesel or the cost of diesel affects the price of the  

crop or the yield of the crop. Then, we have population density.  

That is number of persons per square kilometer in the area where people are doing the 

agricultural things. So, we assume that if there are more people possibly they will 

contribute more and we can and the crop will be more well, that is my assumption. 

And, then one more variable X6 this is the distance of field from the main road. We as 

you believe that, ok, if the agriculture plot or the agricultural field is close to the main 

road possibly the transportation of the crop is not that difficult. And, the transportation of 

other types of facilities like, seed, fertilizer etcetera that is easier. So, there is a 

possibility that the crop may be more, if the field is close to the main road, but at this 

moment before I go further.  

You can see very clearly that X1, X2, X3 are more important variable than X4, X5, and X6. 

I am not saying that this these variables are not going to affect, but if you try to compare 

them in terms of the importance or their effect on the yield, you yourself can believe that 

what is there now. 
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(Refer Slide Time: 05:41) 

 

We have suppose take quicken observations and these 10 observations are obtained on 

the yield, fertilizer, seed, relative humidity, diesel, population density and distance from 

the main road. So, ok well I am taking here only 10 observations and 6 variable my idea 

is to explain you, how the things are happening and whatever you are thinking is that 

really happening with this lasso and this outcome or not. 

So, you can see here in this data if the person is using 17.3 kg of fertilizer, 28.1 kg of 

seeds and the relative humidity in the appropriate unit is 54, the quantity of diesel used is 

278 liters and the population density is 377 and the distance from the main road is 358 

units. And, based on that the yield of the crop is 124 kilogram, well that is an artificial 

data set so. And, similarly all other data set has been obtained. 

(Refer Slide Time: 06:52) 
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So, now I try to write this data in the form of data vector. So, I have just using the 

command c, I have created here 7 variable for yield this is our response variable. The 

ferti is the quantity of fertilizer seed is the quantity of seed, relhum that is a relative 

humidity diesel is the quantity of diesel popden is population density and dist is distance. 

(Refer Slide Time: 07:26) 

 

So, I have just entered that data in the R console. Now, in order to do the lasso regression 

in R, there are different types of packages, but I am using here i i l a s s o,  i i l a s s o, 

right. So, you need to install this package using the command install dot packages and 

then you load it, right, using the command library. So, now this double i l lasso is going 

to be used for the lasso regression. 

(Refer Slide Time: 07:58) 
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And, you will see that there are many many options in which are available to control this 

lasso, but here we are going to restrict our self to the basic things. So, in order to get the 

lasso regression the command here is lasso l a s  s o and then you have to give the matrix 

of the independent variable. 

So, here the data is to be entered in the form of a matrix. So, whatever data we have 

entered that has to be converted in the form of a metric that we will do. And, similarly 

here y is the vector of a response variable. So, all the observations which are there on the 

response variable they are in the y, then we are going to use here the family. 

Family option will give you an idea that what type of family is going to be used for the 

lasso regression the default here is Gaussian. So, that has to be given within the double 

quotes and then there are other type of thing i m p l lambda minimum ratio n lambda 

lambda warm etc. So, I will try to give you the idea of this thing. But basically means 

even if I try to use only these 3 1, we will get the outcome that is what we are actually 

going to use. 

(Refer Slide Time: 09:18) 

 

So, this impl is an option which is given for the implementation language of 

optimization. The default here is the option “cpp” and or there can be “r” also which is 

converted by small r, I am not going into those details. But I will request you that you 
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can go through the help menu and there they have given the references you can read all 

the things.  

Then, we have an option lambda minimum ratio that we have to give; this is actually the 

ratio of the maximum value of lambda and minimum value of lambda. And, if you try to 

supply lambda from outside as we had discussed that lambda can be given as a sequence, 

then this option will be ignored. 

Then, we have n lambda it is the number of lambda which you want to consider, right. 

And, in case if you are trying to specify from outside for example, we are going to use l 

lambda equal to 5, then I am specifying it.  

So, this l lambda will be controlled by that number. Then, lambda lambda is the 

sequence as we had considered earlier, warm is the warm start direction and here the 

lambda is the default or delta is the default. So, these details I am not going into that 

much depth. 

(Refer Slide Time: 10:40) 

 

But, you can see from the help menu. Once we have obtained the object from the lasso 

function, then different types of things can be obtained directly from there for example, 

there is an option beta, beta that will give you the coefficients of the lasso regression. 

Then, we have an option beta underscore standard.  
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So, this will try to give you a standardized coefficient. We are not we have not 

considered here the standardized regression in which the observations are first 

standardized; that means, every observation is subtracted by it is mean and divided by 

standard deviation. In that cases the interceptor which actually lost, right. 

So, sometime it is advantageous to consider the standardized regression particularly 

when you want the variables to be unit free. And, so this beta underscore standard will 

give the values of the regression coefficient, which have been obtained after 

standardizing the data. Then, we have a 0 this will give you an intercept term I will show 

you that how do you obtain the intercept term? 

And, this approach is different from the approach that was there in the lm command. 

And, then if you want to know the value of lambda or family that you can obtain from 

the outcome, ok. 

(Refer Slide Time: 12:06) 

 

So, first I try to prepare the input data. The input data here on response variable and 

independent variable has to be given in the form of matrix. So, I have got here 10 

observations and 6 variables. So, I try to create here a matrix of 10 rows and 6 columns 

and the data is from the same variable, which I have given there. And, y is the vector 

now it is in the form of a vectors and matrices type of vector, not mathematic a 

mathematical vector not a data vector. 
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So, I am trying to write down number of rows equal to 10 number of columns equal to 1, 

and data is coming from yield vector so, ok. So, now, I have prepared my data set. 

(Refer Slide Time: 12:53) 

 

So, you can see here this is the screenshot; I will try to show you on the R console also. 

So, here is the data input only, right, nothing more than that. 

(Refer Slide Time: 13:01) 

 

Now, I try to give here an command it is like this, lasso to complete the lasso regression, 

capital X the matrix of explanatory variable, y vector of steady variable, response 
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variable, family here is Gaussian impl, I am using the default values “cpp”. Lambda 

minimum ratio I am trying to give 1 into 10 to the power of minus 4 that is point 0 0 0 1.  

And, number of lambda values, which will be controlled by this lambda minimum ratio I 

am saying that please generate 5 values. And, lambda is equal to here null I am not 

giving any value and warm is equal to lambda, ok. Now, out of these options you have to 

understand what will really happen.  

Actually, if you try to control this value, lambda minimum ratio, then a smaller value of 

this parameter will make most of the relevant regression coefficient to be 0 at a faster 

rate. But, definitely it has to be a balanced value means too small value will creates own 

issues and larger value will decrease the rate of convergence, ok. 

So, and then if you really want to choose that what is the correct value of lambda. 

Usually this cannot be ascertained in a single step, but rather you have to carry this 

analysis again and again and after completing several experiment with different types of 

values, you can always choose a reasonably good value of lambda. 

And, the choice of experimenter also control the choice of number of lambda sometimes, 

after doing couple of studies you will have a fair idea that how many lambda values you 

want to choose. 

(Refer Slide Time: 15:00) 
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And, then you can help your colleagues and students in choosing the value. Now, after 

this first I am trying to show you here the screenshot which I will get if I try to execute 

this expression. So, you can see here there is beta standard, then lambda, then alpha, then 

delta, then beta, and then a 0 and then family. So, this is the complete outcome which I 

will get, but I will try to take one by one all this thing and I will try to show you that how 

the things are happening? 

(Refer Slide Time: 15:28) 

 

So, first I am trying to copy that outcome. Well in this case I am giving you the 

screenshot first, because you will see that that this outcome is not computed in one slide, 

but it is continuing to other slides also. So, I wanted to give you a single picture. So, that 

you can understand that, how the outcome will look like. So, you can see here is the first 

outcome here beta standard, right. 

So, you can see here these are the values I can write down these values here in the 

blocks, right. So, actually if you try to look into another block, these are the values of 

betas. Means 1 2 6
ˆ ˆ ˆ, ,...,   , and you can see that here there are 6 variables. 

So, corresponding to each X1, X2, X3, X4, X5 and X6, we have here 6 values of the betas 

without intercept term intercept term will be found in a different way, but anyway they 

are the standardized observation. So, there is no intercept term. So, these are the values 

and these values are corresponding to different values of lambda. 
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For example, if you see here this 1, 2, 3, 4, 5. So, means every column is trying to 

compute the value of standardized beta based on different values of lambda. And, since 

we have given here l lambda equal to 5, so, there will be 5 chosen values of lambda. 

And, the lambda is going to be generated by this one, the lambda minimum ratio, right.  

So, before I go further let me try to first come on this part here lambda you can see. So, 

these are the 1, 2, 3, 4 and here 5. These are the 5 values of lambda corresponding to 

which these estimates here I will use a different color pen now 1, 2, 3, 4, 5, they are 

obtained. 

So, a particular value of say here, suppose if I take here this thing, suppose if I take this 

thing, suppose this is my lambda 3. So, this lambda 3 is use is used in the third value 

here and this value of betas are obtained, right, ok. 

(Refer Slide Time: 18:10) 

 

So, now next these are the values of alpha, delta, we are not interested in those things. 

And, now here you have here beta. So, this is the usual beta in which we in which the 

original observations have been used. But, first you try to look here in the first row, these 

are there are 1, 2, 3, 4, 5, 5 values. These values are coming from actually here if you try 

to compare with here with the value of here lambda. Lambda here these values are given 

over here.  
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So, this is the value of 1 2 5, ,...,   . And, corresponding to each of the lambda the values 

of 1 2 5, ,...,    and 6 are estimated using lasso. So, now, we have here one  set of betas 

here, one set of betas here, one set of betas here, one set of betas here and another set of 

betas here. 

So, you can see here as the value of lambda is changing the value of the parameters are 

also changing. That is bound to happen, because if you remember you are trying to 

minimize the function RSS beta lambda. So, you try to choose a particular value of 

lambda and can you try to construct the RSS function, which will become a function of 

beta and then you try to minimize it and try to obtain the beta hat lasso, right. 

So, these values here now which I am just indicating in yellow color you can see here, 

these are the different sets of lasso estimators, for different values of lambda, right, ok. 

So, and these are here the intercept terms a 0. In lasso regression the intercept terms are 

found separately through a different methodology, right. 

So, you can see here when you are trying to use the lambda 1, then the intercept term is 

127.57 when you are trying to use lambda 2, then the intercept term is did changing 

when you are trying to use lambda 3, then again the value of intercept term is changing 

and so on. So, we have here 5 values of intercept term corresponding to each value of 

lambda. 

Now, what is your role? And, then  finally, you have here the family which you have 

used it is Gaussian. So, now, what you have to do? Now, you have to look into these 

values. The value of estimators and values of lambda and then you have to take a final 

call. How I will try to show you here? So, you can see here this is the outcome here I am 

trying to show you this is the value of lambda, this is the value of beta, this is the value 

of beta standard and this is the value of a 0, right, ok. 
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(Refer Slide Time: 21:11) 

 

So, now from here if you try to see I try to take up the results one by one. And, usually 

actually we are more interested here at least in this example on the beta part which is 

here. In order to so, instead of going into the into all the details, the first question is how 

to extract this part out of this outcome. So, for that we can use the same command that 

we have used here to obtain this outcome using lasso command. 

And, I can say here this is joined by dollar and then beta b e t a. So, you can see here this 

is the same outcome, which is here in case one, right, same outcome is there here. 

(Refer Slide Time: 22:02) 

 

1146



15 

 

So, now, that becomes easier for us that instead of looking such a long outcome, we are 

trying to look only a small outcome. So, this is the part of betas which we have to 

consider. 

(Refer Slide Time: 22:12) 

 

Now, you see how we are going to consider? So, the next question is how we are going 

to draw the conclusions and make a decision from this outcome. The rule is that you try 

to look for those values in the columns which are close to zero. And, the variables 

corresponding to those zero values are ignored. And, the variables corresponding to non-

zero values are retained. 

(Refer Slide Time: 22:40) 
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For example, in case if you try to take too small values of lambda, then this may lead to 

over fitting, right. Because, when the value of lambda is small, then that would try to 

choose those regression coefficient whose values are extremely small and they will 

behave like as an important variable a relevant variables. 

And, so, finally, when all the variables are not important, then the variability in the data 

will be contributed towards only the random errors or which is called also as a noise in 

the data. So, if you try to take very small value of lambda, then it is possible that model 

will be tending to describe as if all the values are affected only by the random errors. 

On the other hand if you try to take the very large value of lambda, then it would lead to 

under fitting, because then the procedure cannot capture the underlying relationship all 

the variables will become important and then you have no clue what to do?, right. 

(Refer Slide Time: 23:46) 

 

So, now, let me come to our outcome and I try to give you the step by step interpretation. 

Since, you have used here n lambda is equal to 5; that means, you want to iterate this 

algorithm for 5 values of lambda. So, these are the values of lambda, which have been 

used 1 2 5, ,...,    and this has been obtained from this part of the outcome. You can see 

here I have this is I have written it here up to 5 decimal point only. 
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(Refer Slide Time: 24:29) 

 

So, you can see here this is you are going to obtain the value of lambda. And, for every 

value of lambda you will have 6 values of ̂ s. So, you can see here for example, if you 

take here the third value. Then, this is the here the value of lambda and whatever is here 

these value, these are the value of beta hat lasso, right. So, this is how you are going to 

read this outcome?  

Now, if you try to suppose I have taken here third one. And, now if you try to see here, 

here all the values are 0 and here you can see here first 3 values are very close to 0, right. 

But, they are very, but they are too close to 0. And, if you try to come to the third value 

here I will try to use here a different pen. So, you can see here, once again these 3 values 

are very close to 0. And, if you try to take lambda equal to lambda 4, then these 3 values 

are quite close to 0, and if you try to compare this value with the upper 3, right. 

So, this is indicating that, ok, when you try to take any appropriate value of lambda. I 

mean do not take too low, do not take too high, then the regression coefficients 

corresponding to the last 3 variables. That is 4 5 6, ,   , they are very close to 0 and now 

this is your turn to take a call. 

For example, if you ask me in this case lambda equal to lambda 2, in this case lambda 

equal to lambda 3, and in this case lambda is equal to lambda 4. You can see here all the 
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3 values which are here here and here they are very close to 0. Now, it is your choice 

whether you choose  = 2 or 3 or 4. 

So, I have chosen only here say  = 3, but if you try to choose lambda equal to lambda 

4, that will not really make much difference. Because you already are working in such an 

uncertainty where the data is too huge, the number of variables are too large you are 

trying to use choose an algorithm to optimize it. So, I do not think if there is much 

difference between the value like here 0.002 and 0.003 and so on. There is not much 

difference. 

So, now here you have to use your experience and you have to choose an appropriate 

value, which indicates the outcome. The other thing is also you try to look at the value of 

first three coefficients, right, like this one, this one and this one. And, try to see which of 

the value is pretty close to the true value. 

For example, if you ask me if I have to choose between this lambda equal to lambda 3 

and lambda equal to lambda 4. In both the cases the values of beta 4, beta 5, beta 6, they 

are very very close to 0. So, I can choose any one. So, now, I will try to look into the  = 

1, 2, 3. And, I will try to see which are which values are giving me a good fit. 

Wherever the true value and the observed values the are means fitted value and observed 

values are matching more. I will happily choose that set. And, I will consider that those 

values of betas are the estimated values, which I have been obtained on the basis of lasso 

regression. 
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(Refer Slide Time: 28:02) 

 

So, now suppose I choose the third column; that means, the values corresponding to 

lambda equal to lambda 3. Suppose, I feel well they are giving me good estimator. So, 

whatever are the 6 values corresponding to lambda equal to lambda 3 for example, here 

in this one this I am trying to write down here and they are the values of beta hat lasso, 

right. 

Which are corresponding to lambda 3 equal to 0.05601, right. And, in this case you can 

see here that these 3 values, they are here which are very very close to 0. So, this 

indicates that, ok. In this case I can ignore the variables corresponding to these three ̂ s, 

that is 4 5
ˆ ˆ,  , and 6̂ ; that means, X4, X5 and X6 can be ignored. 

And, X1, X2 , X3 can be retained hence from a set of 6 variables X1, X2 , X3, X4, X5 and 

X6. I have chosen here a subset of important explanatory variable X1, X2 , X3, right. 
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(Refer Slide Time: 29:24) 

 

And, now once I have fixed my estimator for the regression coefficient, then I have to 

choose the corresponding value of the intercept term from this outcome. So, you can see 

here there is an outcome for a 0. So, a 0 is indicating the intercept term. Intercept term is 

separated is separately estimated. So, you can see here that you since you have chosen 

the lambda 3 value. So, the third value corresponding to a 0 will be a part of my final 

model, ok. 

(Refer Slide Time: 30:03) 
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So, that is what we are going to do here. So, you can see here this value is 20.0753. So, 

now, my intercept term become say 20.0753 plus whatever are my this here. These 3 

value these the regression coefficients corresponding to the important variable 

1 2
ˆ ˆ,lasso lasso   and  3

ˆ
lasso will give me here the final model. 

So, this is here 1̂lasso , this is here 2
ˆ

lasso , and this is here 3
ˆ

lasso and this is your here a 0, 

corresponding to lambda equal to lambda 3. So, this is my here final model, which I have 

obtained through the lasso regression. So, now you can see you started with 6 variables, 

but now you have here only 3 important variables.  

(Refer Slide Time: 31:07) 

 

And, now you can just look for these variables and you can conclude, that the variables 

like quantity of diesel used per week population density and distance of field from the 

main road are not making much significant impact on the yield of the crop. And, hence 

can be draw from the model. So, now, we can see that these are the variable which are 

not so important. 
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(Refer Slide Time: 31:30) 

 

And, the remaining variable which are X1quantity of fertilizer per hectare, X 2 quantity 

of seed per hectare and relative humidity, they are important variables. And, the model 

has to be obtained using the observation only on these 3 variable and this will give us a 

good final fitted linear regression model based on LASSO regression, right. 

(Refer Slide Time: 31:58) 

 

Now, if somebody argues well, that the experimenter feels that the lambda equal to 

lambda 4 is given is giving a better value or a better model, that there is no reason to 

argue. Well as the choice of the lambda is essentially the practitioners choice, because he 
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is experienced, the person is experienced, the person is working in the experiment, and 

the person can actually match the outcome from the model and outcome from the real 

experiment, right. 

So, if you try to choose any value a close value of lambda if there is minor difference in 

the values of lambda, that is practically not going to change much about the choice of the 

selected substrate of explanatory variable, right. So, that will not make much difference. 

So, do not try to fight or do not try to argue much, right. 

(Refer Slide Time: 32:53) 

 

For example, if somebody can say that, ok instead of basing the decision on the third 

column of outcome that is lambda 3, a fourth or fifth column corresponding to value of 

lambda are chosen, one can observe that they are also trying to give a similar indication 

that, please ignore the values or the variables X4, X5, X6 only the values of beta hats will 

change little bit, right. So, that much you have to take care in the lasso regression.  

So, now, we try to do the same thing on the R software. So, you can see here in the slides 

we have this data and this data has to be inserted entered in the R console like this. And, 

then this data is converted into x and y using these two commands, right. 
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(Refer Slide Time: 33:44) 

 

So, this I already have done in my software. 

(Refer Slide Time: 33:46) 

 

So, you can see here. 
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(Refer Slide Time: 33:47) 

 

I can, right. 

(Refer Slide Time: 33:54) 

 

So, you can now see it clearly. So, I already have I have entered this data and I already 

have created the x and y, matrix vectors and matrices, right. And, then this package 

double i lasso is already there on my computer. So, I have just uploaded it. 

(Refer Slide Time: 34:15) 
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So, if you want to see it you can see it this is here the, same matrix here X of all the input 

data and y here is the vector of response variables, right. So, now, I have added here the 

library. So, now, I have to use this lasso command. So, I copy from here and I try to 

execute it on the R console. 

 (Refer Slide Time: 34:43) 

 

Let me clear the screen, so, that you can see clearly. 
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(Refer Slide Time: 34:46) 

 

So, you can see here this is the outcome. So, this is pretty long actually first you try to 

see, this is the standard value of betas, betas have been obtained then the values of 

lambda have been given then the value of alpha, lambda of value of delta, value of the 

beta what we have considered they are given. And, in the first row here you can see this 

is the value of lambda. You can see here, this is the value of lambda and this is also the 

value of lambda both are the same, right. 

(Refer Slide Time: 35:16) 
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And, after this they are trying to give the values of a 0 that is intercept term 

corresponding to these values of lambda and so on. And, once again these are the values 

of here lambda. So, you can see that it is not very difficult to obtain these results in the R 

console also. And, if you want to improve them you have more complicated situation, I 

will my suggestion is that you please try to look into the help menu and try to get it done, 

ok.  

So, now, with this lasso regression you can see that this is the technique which is based 

on the concept of regression analysis. But, it is a purely computational approach. Means 

it is possible that whatever algorithm has been employed in this estimation procedure 

inside the software. If somebody wants to use any other algorithm, it is possible that the 

person may get different type of outcome. But, definitely we believe that, the that if the 

algorithms are good the final outcome will not be varying much, there will be only small 

difference actually. 

And, this is how now you can see, that if somebody wants to employ the lasso regression 

in the classical statistics, it is very difficult to compute these things. Because, whatever 

outcome you are going to get they are not going to be obtained in a single shot. You have 

to select certain values, you have to experiment, you have to compare the output with the 

real outcome. 

And, finally, after some iterations you have to take a final call. In fact, that happens with 

the multiple linear regression model also. In my experience I have never got a good 

model in the first shot. You have to start, you have to see what are the problems in the 

model, first you try to control them try to control the variables, try to control the 

variability. 

Try to use some variance stabilizing transformation, try to use transform your 

independent and dependent variable. And, every step you have to find a model and you 

have to see whether this model is matching with the real outcome or not. So, usually it 

takes time and that is the precise reason that when somebody comes to me and ask, ok sir 

tomorrow I have to submit my thesis can you please find out the model. Possibly I 

simply say I am sorry I am not that good.  
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Because, it takes time if you really want to get a good model but on the other hand I can 

also share my own experience if you try to control the experiment, right from the 

beginning. Means you try to get the data in the survey according to the need of the model 

and you try to control the variability, right from the beginning. I assure you ultimately 

you will get a very good model. 

And, I have got it, but definitely it takes time. Even to learn this simple topic like 

multiple linear regression model, you have spent say 3 months of time. And, even it will 

take more time to learn some other topic before you become a very good data scientist, 

right. So, with this lecture I come to an end to this course also. Well, first of all thank 

you very much to all of you, each one of you, each one of my invisible student. 

Whether, you like it or not since you have attended my classes so, I believe that you have 

become my students. Means, I cannot see you from my eyes, but I believe that wherever 

you are you will remain my student. So, first of all thank you very much for listening to 

me and sometime I get some feedback and those feedbacks sometime give me a clear 

idea, what I have to do in the future and how I can improve myself? 

So, I will expect the same, but I would accept one thing. My objective is to make you 

data scientist. As when I started I had given you different types of things which are 

needed to become a successful good data scientist. In this 12 week of weeks of lectures 

you have seen, that whatever I have done that was the basically the classical statistics. 

Most of the tools, which are used in the classical statistics, now, they have to be used in 

the data science, but in a little bit different way.  

The basic fundamental concept remain the same, but their utility becomes different and 

their implementation process become different. So, this is what I have tried my best to 

establish a connection between the classical statistics and so called the data sciences. 

But, definitely there are many more topics which are left. 

But, through this course you have got an idea, that how you have to understand, how you 

have to learn and what is the depth in which you have to go? Now, after completing this 

lecture; in case if I give you an outcome of multiple linear regression model or lasso 

regression from any package, from any software. Do you think that are you really going 

to face any problem in the interpretation? 
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The only difference will be in some package the ANOVA table is here and in some 

package ANOVA table is here that is all. And, I am sure that it will not make any 

difference. So, that was my job. And, my ultimate goal was I wanted to make you 

confident that statistics is not difficult, the only thing is you have to spend some time and 

if you spend some time you can learn it. 

Means if you feel that you have learned the topics like sampling theory or multiple linear 

regression analysis, I then, I will ask you if you want to learn any topic you have to do a 

similar exercise and just you can grab it. Once you grab it you will become a good data 

scientist that is all as simple as that.  

So, with this point of view I once again thank you all, and I wish you all the best, god 

bless you, and see you sometime once again in some different course, till then goodbye. 
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