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Lecture 50
Chi square Distribution
Hello friends, welcome to the course Essential of Data Science with R Software- 1, in

which we are trying to understand the basic concepts of probability theory and statistical
inference. So, from this lecture I am going to start a new topic this is Sampling
Distributions. Well up to now, you have done probability density function, probability
mass function for univariate, bivariate, multivariate random variables, these are also a
sort of probability density functions, but they have got a different type of setup and
different type of use.

Up to now as soon as I used to take any name then first I used to explain you the utility
that under what type of circumstances they can be used but there are three sampling
distribution which are called as chi square distribution, t distribution and F distribution
these distribution are not used such as directly in a data set into an application, well they
may be used but the type of things what we are going to do in the forth coming lecture,

we are going to use them in taking out different types of statistical inferences.

So, we will use these distributions in some statistical methodology to take help, so that
we can get the correct statistical outcome and its correct statistical interpretation. So,
from that point of view these three sampling distributions are very important, they
actually lay the basic foundation of the statistical inference, so now we are moving
towards the statistical inference gradually, first I will try to take up some basic topics,
fundamental topics which are essential to understand the methodologies for the statistical
inference part. So, in this lecture let us try to understand what are the sampling
distributions and in this lecture, I am going to talk about what is called the statistics and

what is chi square distribution.
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Statistic:

Let X,, X, ..., X, denote a sample on a random variable X.

Let T=T(Xy, X, ... X,,_} be a function of randem variable,

-

Then Tis called a statistic. N =

Statistic is a function of random variable, so it is also a random

variable.

Once the sample is drawn as x,, x;, ..., x,, then Pis called the
realization of T, where t = T (x,, x,, ..., x,) is the realization of the

sample.
=

So, let us begin our lecture. So, now in this sampling distributions, first we have to
understand a very fundamental definition this is a statistic, remember this is not statistics
this statistic. So suppose, if [ assume that X1, Xo,..., Xa be a sample on a random variable
X and then we try to create a function of these random variables. So, suppose T is the
function of X1, Xo,..., Xn, then T is called a statistic and you can see here that this T, the

statistic this is also a function of random variables, so it is also a random variable.

So, now we have understood two things if you remember X and x, X indicates the
random variable, and the x indicates the value of the random variable. Exactly on the
same way in case if | say that this is x1, X2,..., Xn this is a sample that is drawn on that
variable X then t is called as a realization of T, where this t has got the same structure,

same type of function but it is based on the sample values xi, x2,..., Xn.
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Statistic:

For example,

[
|

e
T = -'E-Eis a statistic only when pand o are known.

T =Yg 1 X is a statistic.

T =1%" X, isa statistic n 00 "”ML)
i e el e
= ﬁz:‘ﬂ()«’. — X)? is a statistic. HH,J J
= ma.r.?f(l,X::_...,_Xﬁ) is a statistic. .-iﬁ\ :h \
T = min. (X, X3, ..., X,) is a statistic. U D

So now if you try to see there are many, many statistic that we already have used or we
can actually use. For example, if I try to say Zi; X; because the sum of all the random

variable, this is also a statistic. In case if you try to take here the z value which you had

indicated by X minus mean divided by standard deviation which is k:%m, this is also a

statistic provided this p and o are known.

Similarly, if you try to take the sample mean i 2i=1X;, this is also a statistic. Similarly, if

you try to take this quantity sample variance :112?=1(X: — X)? this is also a statistic.
Similarly, if you try to find out the maximum or the minimum values out of this Xi,
X2,..., Xa they are also statistics. So, you can see that all are the functions of random
variable, so any function of the random variable is called as statistics, this is the one line

definition which you always have to keep in mind.
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Sampling Distribution:

There are theoretical distributions which play an important role in

the construction and development of various statistical tools us:d

for drawing statistical inferences.

They are called as “sampling distributions”.

The probability distribution of a statistic is called a sampling

distribution.

These are the xz , t, and F-distributions.

Now, I come to the aspect of sampling distributions, this sampling distribution are some
theoretical distribution which play an important role in the construction and development
of various statistical tools which are used for drawing the statistical inferences and they

are called as in general sampling distributions.

And the probability distribution of a statistic is called a sampling distribution and when
we are trying to define a particular type of sampling distribution, then the random
variable corresponding to that distribution will also have to define in a particular way and
that is what we have to understand, that in case if I am talking of chi square, t and F
sampling distribution, so we have to first understand that what will be the random
variable that is going to be a function of a random variable that is a statistic, so what

statistics will follow the chi square, t or F distribution this is what I want to explain you.
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Chi square (x?) Distribution: . !
LetZ,, Z,, ... Z ben independent and identically N[O ll-distnbuted

_-..____...-—._

random variables. The sum nf their squares, 3.7 1 [( s then X"

= = e

distributed with n degrees of freedom and is denoted as x,,

A random variable X has a y* -distribution if the PDF of X is given as

;nx!_'ﬂp(——). x>0
fx(x) =f(x) = z_:_fzr(i) — N

. = _\o, - Otherwise.

sl

We write X—x2. ) | )

So, first let me try to take here this chi square distribution. So, chi you know that is a
Greek letter which is written here like this, so this is chi square, some time many people
call it as say chi square, so this is not say chi or chi, this is chi. So, now first you have to
understand that whenever I am going to talk about this chi square, t or F distribution, first

I have to understand the statistic which is going to follow the chi square distribution.

So, suppose, if I say let Zi, Z,..., Zn be n independent and identically distributed N(O, 1)
distributed random variables. I have used here the symbol here Z because usually we
have indicated Z to be a N(0, 1) random variable. So, I try to take here n such
independent and identically distributed random variables and this identically and

independently distributed is also indicated as here iid.

So, i mean independent, i means identical, d means distributed, so as soon as we say that
they are iid that means they are independent and they are identically, what is the meaning
of independent that you understand, they are stochastically independent and what is the

meaning of identical?

That means all these Zi1, Z2,..., Zn n they are coming from the same distribution N(0, 1),
it is possible that Zi is coming from N(0, 1) , Z is coming from normal 1, 1, Z3 is

coming from normal 2, 3 and so on so in that case the distributions are going to be



different for Zi1, Z>, Z3 and then we will say that they are not identically distributed, they
may be independent that is a different thing.

So, now if we try to consider such random variables which are N(0, 1) then we try to
find out the sum of their squares, Li-, Z¥ so this is also a statistic that you can say and
hence this is also a random variable, then we say that this quantity S, Z=follows a chi
square distribution with n degrees of freedom, and it is indicated here like this chi square
and then here in the subscript this is here n, so n is going to indicate the degrees of

freedom.

Now, the next question comes what is the degrees of freedom? So degrees of freedom in
sampling distribution they try to control the characteristic, they try to control their
behavior, their graphics and the concept of degrees of freedom in statistics can be defined
in different ways but, yes, that area is possibly out of the view of this course but as soon
as I try to take some example the meaning and the use of degrees of freedom will become

clear to you, so you have to just wait for couple of minutes.

So, now in general I can say that a random variable x has got a chi square distribution if

il £
the PDF of X is f{x) ={ 2%7r(7) e gx‘p( E) x . And we indicate it by
0, Otherwise,

writing here X ~y2.

One thing I can assure you before moving forward that if you try to look into the forms of
the mathematical functions of chi square, t or F distribution they may look little bit
complicated but you do not have to worry for them because we are not going to use these
forms anywhere and you need not to always remember them and you will see in the usage
that we will simply be using one information that a random variable is following a chi
square distribution with degrees of freedom and like this one only and this I will try to
illustrate you and I can assure you quite in the forthcoming lectures at no place we are

going to use it directly.
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Chi square (x?) Distribution:

Let X,, X,,. . ., X, be n independent and identically distri_hl.ﬂ

random variables following X,~N(u, a2).

-\ :
The sum of their squares, }I'; (x'a—'") is then y* - distributed with

n degrees of freedom and is denoted as y2.

It is termed as central yZ - distribution.

So, now if you try to see here in this result where I am assuming that Zi, Z»,..., Zn they
are an iidd N(O, 1) distributed random variable, there I am assuming that the mean is 0
and variance is 1 but suppose if I take these distributions to be different. For example, if |
say that let X1, Xo,..., Xa be n identically and independently distributed random variables
following Xi to be (i, a2}, where the mean is not equal to 0 and , ¢Zis not equal to 1
necessarily. Then in that case what we try to do we know that if I try to take here Xi

minus mu upon sigma then this will always follow a N(0, 1) distribution.

- 2 . . . .
So, what we try to say in cluster case that i, (X:—'“) follows a chi square distribution

with n degrees of freedom. And this is actually term whenever we are trying to take the
such N(0, 1) random variable the chi square distribution is termed as central chi square

distribution.

So when there is a central distribution, that means there should also be something called
non central chi square distribution, but one thing I would like to make it clear that in most
of the cases we are going to use only the central chi square distribution and in the
common language of statistics whenever we are saying that the distribution is chi square,
so unless and until we are writing or saying that it is non central chi square we assume

that the distribution is central chi square.
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Chi square (x?) Distribution:

If any of the Z,, Z,, ..., Z, does not have zero mean or at least one of

the Z, has the nonzero mean, then the sum of their squares, Y7, Z7

has a noncentral Xz - distribution which has one more parameter —

noncentral parameter.

Al deedradaTs
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So let me try to give you an idea that what is this non central chi square. So, if any of the
Z1,72,..., Zn does not have zero mean or at least one of the Zi has the non zero mean then
the sum of their square that is i, Z¥ has a non central chi square distribution and when
we are talking of non central chi square then this distribution is going to be characterized
by one more parameter which is called as non central parameter or non centrality
parameter and we try to indicate it like this here a chi square n and inside the parenthesis

we can write down the value of non centrality parameter.

And if a non centrality parameter is equal to 0 that means we have a central chi square, as
simple as that, although we are not going to handle here the non central chi square, t or F
but it is important for you to know what is this thing so that if needed you can use it, you
can read from the book and you can use it and implementation of this non central in the R

is very simple actually.
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Chi square (x?) Distribution:

The mean and variance of a random variable X — x,z. distribution is
E(X)=n,
Var{X) = 2n

The x? distribution is not symmetric.

A ;(z distributed random variable can only realize values greater than

or equal to zero.

The “degrees of freedom” specify the shape of the distribution.

_-—--- 1
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Chi square (x?) Distribution: . L
itZ,.Z, .., Zg_be n independent and identically N(d, lil;tlistributed

- e ——
random variables. The sum of their squares; 3" | Z fz;,ls then y*-

~ = — L. A
distributed with n degrees of freedom and is denoted as xﬁ.

A random variable X has a y? -distribution if the PDF of X is given as

e (-3). | x>0
ifx(x)zf(x)= 2_:/2]‘('%) t 2

L | 0, Otherwise.

We write-;\_’__-:x%_;) . - \'

Now, some properties of this chi square distributed random variable, in case if | have a
random variable X which is following a central chi square distribution with n degrees of
freedom its mean is given by n and variance is given by twice of n, and this chi square

distribution is not symmetric and the values of chi square are going to be greater than 0.

So, a chi square distributed random variable can only realize values which are greater
than or equal to 0 and this degrees of freedom they specify the shape of the distribution

and you can see from the probability density function that there is here is an n by 2, n by



2, n by 2, so there is an involvement of your n and this summation is also going up to n,
this mean and variance they are depending on n and similarly if you try to plot their curve

they will be changing with respect to the value of n.
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Chi square (x?) Distribution:

Consider two independent random variables which are xfn and xﬁ

— —— e

distributed, respectively. y

The sum of these two random variables is yZ, , .\ distributed.

2 (2

An important example of a xz distributed random variable is the

sample variance s’:f ;n i.i.d. sample_xl, X5 ooy X, Of size nfroma

nnrmally-distributed pupulatinni_ i.e.

=
(n—1)s?) -
—7 X1
where 5% = ;-i—lz,"ﬂ_(,\’,- - X2/

Now, an important property that is an additive property of chi square random variables,
that if we consider two independent random variables which are distributed as chi square
with m degrees of freedom and chi square with n degrees of freedom, so both these are
independent, then the sum of these two random variables will also have a chi square

distribution with m plus n degrees of freedom.

That is the first result I would like to inform you this is very important we are going to
use it at different places and second a very important result is that the sample variance, do

you remember that you had found the sample variance by this quantity

s? = H—il ™, (X, —X)2, this is related to chi square distribution, how? So, an important

example of a chi square distributed random variable is the sample variance s square of

X1, X2,..., Xn Which are iid identically and independently distributed.

So, this X1, Xo,..., Xn they are iid they are obtained from normal distribution and then

{m—17)s%
3

we can say that ~y2_, distribution with (n — 1) degrees of freedom, where your

10



sample variance s square is given by this quantity. So, that is also a very important result
which is going to be used at many places in the estimation of parameter, test of

hypothesis and different properties of statistics.
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Chi square (x?) Distribution:

PDF of y? distribution
for different degrees
of freedom

n=2

Now, if you try to see, just for your information, if you try to plot the probability density
function for different degrees of freedom that will look like this. For example, you can
see here for n equal to 2 this is here like this one, shaped curve and if you try to increase
the degrees of freedom up to 3, 4 etc. this will more or less be like this structure but as
soon as you go to n equal to 5 the shape of the curve changes it becomes like a closed

curve.

And if you try to increase the n after this for example at n equal to 10 the curve will still
be like as a closed curve, so that is a very important result what you have to keep in mind
because that is going to be extremely useful in the statistical inference and usually you
will see that we try to make an assumption that n is greater than or equal to 5, then my
result and if n is smaller than 5 then we have to do some special things whenever we are

trying to draw the statistical inference.

11



So, at that moment when I will use it I will inform you but I will refer to the same result
that from this curve you can observe that as soon as n becomes greater than or equal to 5

the shape of the curve changes.
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Chi square (x?) Distribution:
The percentage points of thexzdistrihution are obtained and

available in Tables.

Define xﬁ as the percentage point or value of the xz random

variable with nﬁ;rees of freedom _su:h that the progbilitl tﬂlt xz

exceeds this value is o as D (=& = =

— - . —_—

P2 > x2) =
— xh

fx()dx =/a )

L A€

Now, if you want to find out different types of probabilities, earlier when people were not
using the software some chi squared probabilities were compiled in a tables and they
were called as chi square probability tables. So just for information you must know these
things because if you are using it from the book then this chi square tables are directly
available over there and well we can also compute them very easily in the R software

also.

So, we define this chi square n as the percentage point or the value of the chi square
random variable with n degrees of freedom such that probability that chi square exceeds
this value, probability that like this one chi square exceeds chi square n and suppose this
value here is alpha, some probability value so obviously this alpha is going to lie between
0 and 1. So you can see here this probability can be computed by the integral chi square n

to infinity and then fx dx where fx is the probability density function of chi square n.

12
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Chi square (x?) Distribution:
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Chi square (x?) Distribution:

The percentage points of thexzdistrlhutir:m are obtained and

available in Tables.

Define x,z, as the percentage point or value of the zz random

variable with n;[rees of fTee_dom such that the prdba_bili_ty_th:t xz

exceeds this value is . as ) (x5 <&

=

P > x2) = L fx(x)dx =/a
i Xn - -

|

k
k

So, if you try to solve it you can get, but you see the solving such things is very difficult,

so we have this type of table I am just giving you here a snapshot that here there are

various values of alpha which are given here, which are given here like this, a equal to

0.995, 0.99 and so on and there you can see here are the degrees of freedom. So, for

example, if you want to know the value of chi square with 5 degrees of freedom and

alpha is equal to 0.995, so you have to look here this is the 5 degree of freedom, this is

here alpha equal to 0.995 and then you can see here corresponding to this, this is the

value 0.412. So, what is this value this is here this value.

13
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Chi square (x?) Distribution: R Commands
Us:’_gﬁ,;f"”‘ o Arpann b 2 ol B
dc:h:i..'sq{_x’, df) gives the density,
pchisg(g, df, lower.tail = TRUE) gives the distribution
fu-nctinr; .- '

gchisg(p, df, lower.tail = TRUE) gives the quantile

function

rchisg(n, df) generates random deviates

are used. _

And now I would try to show you that how you can use it in the R software that is very
simple now. So, if you want to find out the density or you want to compute the density
you have to use the command dchisq, so this is dchisq, so d for density, chi for this chi
square like this. So, you have to simply give here the value here x and the degrees of
freedom so df is going to indicate the degrees of freedom, and this degree of freedom will

be changing depending on the given conditions.

And similarly if you want to find out the CDF of this chi square distribution then we have
the command here pchisq as earlier, then you have to give here the value at which you
want to find out this CDF the degrees of freedom by the parameter df and then you have
to give here lower dot tail is equal to TRUE or FALSE depending on your requirement,

now you know how to use it.

Similarly, if you want to find out the quantiles, then you have to give the command here
gchisq and then you have to give the value for which you want to find out the quantile
then degrees of freedom and then lower dot tail is equal to TRUE or FALSE depending
on your requirement and similarly if you use here the command rchisq this will generate
the random numbers, so if you try to give it here n this is the total number of random
numbers that you want with the degrees of freedom. So, you can see here in this

commands also the probability density function of chi square is going to be controlled by

14



the parameter df that is degrees of freedom and that is what I was trying to explain you

earlier.
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Chi square (x?) Distribution: R Commands
Arguments

x, q vectorof quantil_es.

P vector of probabilities.
n number of obse_rvatiuns.
df degrees uf__free_:do_m.

lower.tail logical; if TRUE (default), probabilities are P[X = x],

otherwise, P[X > x].

And these are here the simple commands that you know that x and q are the vector of
quantiles, p is the vector of probability, n is the number of observation. df is the decrease

of freedom and lower dot tail will give you the probability X greater than equal to x, if it
is TRUE and FALSE.

(Refer Slide Time: 22:26)
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Chi square (?) Distribution: R Commands

pchisq(g, df, lower.tail = TRUE) calculate the CDF F(q)
= P(X = g) at any point g.

Suppose we want to find the probability from xzm
— — >

P(X < 5) = FG) = [F f(x)dx, then

> pchisq(g=5, df=10) W=
v = > pchiag

[1] 0.108822 (1] o.108822

df=10)

= pohisg (gus il lowar. tail = TRUE
L‘.l_] 0.108822
or equivalently - |

> pchisg(g=5, df=10, lower.tail = TRUE)

[1] ©0.108822

15



Now, let me try to take some example suppose, I want to compute the probability from
the chi square distribution with 10 degrees of freedom suppose, I want to compute the

probability that X is less than equal to 5 that we know that this is your CDF F at value 5.

So that can be obtained by the _[;15 fix)dx where the f(x) is going to follow a chi square

with 10 degrees of freedom, you can use the chi square probability tables also but that

was an older method, now we are going to use the R software.

So, for that we have a command here pchisq that we know, so you have to simply give
here pchisq, q is equal to here 5, so this 5 is coming from here and then you have to give
here the degrees of freedom equal to 10 which is coming from here by the specification
of the chi square distribution and R will give you this value 0.108822. And if you want to
use here the command or the option in the command as lower dot tail is equal to TRUE,

that is the default option it will give you the same value 0.108822.

(Refer Slide Time: 23:38)

]
Chi square ():2} Distribution: R Commands
Suppose we want to find the probability from Xiu

PX>6)=1—P(X = 6)_= 1— F(6), then
> 1 - pchisg(g=6, df=10)

[1] 0.8152632
= A~

or equivalently \

> pchisg(g=6, d;leﬂ, lower.tail = FALSE)

[1] 0.8152632
B
> l-pchisq(g=6 df=10) |
[1] ©0.8152632
> pchisq(gq=6, df=10, lower.tail = FALSE) |
[1] 0.8152632 | &
- | )

Now, I try to take one more example and we want to compute the probability X greater
than 6, so that can be expressed as 1 minus probability of X less than equal to 6 that is
simply over here 1 minus F(6) which is the CDF, at 6. So this probability can be
computed by writing 1 minus pchisq, q is equal to 6 and df equal to 10 which will come

here like as 0.8152632 and if you do not want to use this idea of 1 minus CDF then you

16



can directly use here this option that lower dot tail is equal to FALSE and you write the
same thing pchisq, q is equal to 6 and df equal to 10 and it will give you this value
0.8152632 exactly in the same that you obtained earlier here.

(Refer Slide Time: 24:35)

Chi square (x?) Distribution: R Commands
Suppose we want to find the probability from ﬁu
s =

e
P(5 <X<7)= f f(¥)dx = F(P) — F(5).
= — 5 — {JJ —
This is obtained as F(7) — F(5)inRas
> pchisq(q=7, df=10) - pchisq(q=5, df=10)

[1] 0.1657331

W B Comnie

> pchisq(g=7, df=10) - pchisq(gq=5, df=10)
[1] 0.1657331

And this is here the screenshot I will try to show you it on the R console also. Similarly,

if you try to compute the probability like X is lying between 5 and 7 so that can be
obtained by the j's? f(xldx, where f(x) is going to follow a chi square distribution and

this probability can be written that we know as F(7) - F(5) where F is your CDF.

So this F(7) and F(5) can be obtained for this chi square distribution by the command
pchisq, q equal to 7 coming from this 7 and then df equal to 10 coming from this
distribution chi square and minus pchisq, q is equal to 5 and df equal to 10, so this 5 is
coming from this 5, and if you try to solve it you will get here this value 0.1657331 and
this is here the screenshot of the same operation, so you can see here the computing

different types of probabilities is not difficult at all.

17
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Chi square (x?) Distribution: R Commands
gchisg(p, df, lower.tail = TRUE) gives the quantile
function and calculates the quantile which is defined as the smallest

value x such that F(x) 2 p, where F is the CDF F(x) = P(X < x) at any point|

x from x:zif‘

For example, suppose we want to determine the 60% qua)tile q which

describes that P(X = q) 2 0.6 from Jﬁu can be obtained by the command

LL}
> qahi’q(P_g's' d_f=1D) > gehisq(p=0.6, d4f=10)
=— = ~ [1] 10.47324
[1] 10- 41324 E\\?C;a:j-}gé: L1 df=10 lower. tail = TRUE)

or equivalently
> gchisq(p=0.6, df=10, low_er.__tail = TRUE)
[1] 10.47324 %

Similarly, if you want to compute the quantile from the same chi square distribution, so
then we have a command here qchisq and suppose, I want to find out the 60 percent
quantile, so for that we have to give here the qchisq, then I have to give here p is equal to
0.6 and df equal to 10, so the 0.6 is coming from here and df is coming from the
specification of the distribution and you can see here this value comes out to be
10.47324. And well if you want to use here the option lower dot tail equal to TRUE, then

once again it will give you the same value. So, it is not difficult at all.
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(Refer Slide Time: 26:13)

e ————————
Chi square (x?) Distribution: R Commands

rchisq(n, df) generates n random numbers from xﬁf.

For example, suppose we want to generate 5 random numbirs from a

binomial distribution x3, ;lhich can be obtained by the command
kL

> rchisq(n=5, df=10)

[1] 4.289148 11.344757 6.934820 7.266071
10.347070

‘® R Comale

> rchisg(n=5, df=10)
[1] 4.289148 11.344757 6.9348B20 7.266071 10.347070
1

And similarly, if you want to generate the random numbers from this chi square
distribution suppose, I want to generate 5 random numbers from chi square distribution
with 10 degrees of freedom, so that can be obtained by the command here rchisq, n is
equal to 5 and df equal to 10 and you can see here 1, 2, 3, 4, 5 random numbers are
generated and you can see that all the random numbers are greater than 0 and this is here

the screenshot of the same outcome.

(Refer Slide Time: 27:00)

@ e e e Pmi —

(=] [n]m | S |

> pchisg(g=5, df=10)

[1] 0.108822

> 1 - pchisg(g=6, df=10)

[1] 0.8152632

> pchisq{g=6, df=10, lowez.tail = FALSE)

[1] 0.B152632

> pchisq(g=7, df=10) - pchisq(g=5, df=10)

[1] 0.1657331

> gchiaq(p=0.6, df=10)

[1] 10.47324

> rchisgq(n=5, df=10)

[1] 9.80955%4 9.874973 10.554064 11.358967 13.272459

> rchisg(n=5, df=20)

[1] 14.05733 19.74263 24.92654 17.21461 25.14645%

> rchisg(n=15, df=20)
[1] 12.13246 21.822%56 30.86B60 21.07022 13.26418 17.60371
[7]1 23.09386 23.18228 19.54998 20.45067 24.68846 13.91236
[Ir] 24.83711 21.25662 22.06218

>
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So, now look let me try to show you these operations on the R console also. So let me try
to compute the probabilities which I have shown you here well it is very simple you
simply have to put them in the R console and this chi square is built-in in the base
software, so you can see here this probability is coming out to be 0.108822 this is the

same probability here.

And similarly, if you want to compute this probability of probability greater than 6 you
can see here this comes out to be here like this without any problem and if you try to use
here this command and that lower dot tail is equal to FALSE then the same value will be

obtained here you can see here this value and this value they are the same.

Similarly, if you want to compute here the probability that X is lying between 5 and 7
that we consider, you can see here this is the same probability that you have reported and
similarly if you want to find out the quantiles you can see here you can find out the
quantiles that is the 60 percent quantiles here like this 10.47324 and you can see here this

is the same value that you had obtained earlier.

And similarly if you want to generate here the random numbers suppose, I want to
generate the 5 random numbers then they are here like this and if you want to change
here the degrees of freedom suppose, if I take a 20 you can see here this values are going
to be quite different from the earlier one and if you try to generates instead of 5 you want
to generate 15 random numbers, you simply have to give here n is equal to 15 and you

can see here there are 15 values from chi square with 20 degrees of freedom.

So, you can see down that it is not really a very difficult thing to execute the chi square
distribution, it is a computation of different types of probabilities, quantiles, random
numbers etcetera, in the R software that is pretty simple and you know now you have
done all the distributions and these commands are very similar to those things. So, now I
would stop in this lecture but I will request you that you please try to look into the
concepts of chi square statistics and you can see here that chi square is also the

distribution of a statistics which is summation i goes from 1 to n N(0, 1) square.
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So, whenever you will have random numbers X1, Xa,..., Xn and if you try to square them,
you try to sum them their distribution will follow simply chi square with n degrees of
freedom, this is the main result of this lecture which you have to keep in mind. So, you
try to revise this lecture and I will see you in the next lecture with one more sampling

distribution that is t distribution till then good bye.
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