Matrix Computation and its applications
Dr. Vivek Aggarwal
Prof. Mani Mehra
Department of Mathematics
Indian Institute of Technology, Delhi

Lecture - 24
Application of zero null space: interpolating polynomial and wronskian matrix
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Hello viewers, welcome back to the course on Matrix Computation and its application. So,
today's lecture we are all going to discuss a few more applications of the statement, that the
null space if the null space of the matrix A is only the 0 null space, then the corresponding
matrix, if it is a square matrix is a nonsingular matrix. So, we are going to take the

application based on this one. So, let us do that.

So, today we are going to discuss one more term and that is very useful these days. So, now,
suppose we have data, suppose we have data points. Let me just take the x and y axis. And,
suppose I have some data points that are given to me. So, these data points can be anywhere.
And, suppose this data I can write as { (X, yi), (X2¥2),-..(X,.¥n)}. So, in this case suppose |
have m number of elements. So, suppose we have the data points, that is { (X, y)),

(X2.Y2),---(XmYm)}> 50, m number of points are there number of points. So, these are the data



points given to us. And, now suppose | just want to interpolate these points with the

polynomial.

So, now, what I do is that I just take a polynomial passing through this point. So, suppose this
is the polynomial and I am going from here, then reaching here this one, suppose this is the

point here. Suppose this is not the point, it is just maybe this point is there.

So, let us suppose I have this number of points and I take a polynomial that is passing from
these points. But, some student says that, I can draw another polynomial not like this one,
maybe I can have a polynomial like this one going from here, then this one passing through
all points and then this one. Maybe some other students can plot another polynomial like this

one, this polynomial.

So, by this way we can have a large number of polynomials, we can show which are passing
through these points. So, based on this one I just give you one statement that gives a set of m
points. So, I take the set S as points are given to me (X;, y;), which means this is my
corresponding x; and this is the point corresponding to, say, that is y,. So, {(X;, yi,

(X2.¥2)--(XmYm)}- So, m number of points are there given to me in which each X, # X, Means

all points are distinct, this is my x,, this is corresponding to X,, this may be x; and this is the
last one is x,. So, all my x/'s are different. We know that one. It means we are taking the point
at this point, and this point, and this point only once never two times. So, that is we are

taking.

Then, so, we give the statement then there exist a polynomial or may be I can say there exist

a unique polynomial, that I write as a P(t)=a0+a 1t+0(2t2+...+0(m 1t”"1

. So, its degree is m-1

that passes through each point in S.

So, it shows you that the first thing is that we are going to have a unique polynomial. And, its
degree will always be m -1, because we know that we suppose we have 2 points, then we can
have a line passing for this one. So, it is of degree 1, when we have 3 points suppose I have 1,

2, 3. So, we can have a quadratic polynomial from this one.

So, we have 3 points, but it is going to be only quadratic. So, we have m points and we are

going to have a unique polynomial of degree m-1. So, from here one thing is clear, that we



have drawn 3 different types of polynomials, but by this theorem we are going to show that
only 1 polynomial, that is a unique polynomial is going to pass through all this point. So, this

one we are going to use.
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Now, so, the proof of this one, so, in this case we are going to have a unique polynomial. So,

given that polynomial at P(x,)=y,, because it is passing through this point. Which implies

2 m—1 .. .. .
that o Fa X FOX ot X =Y Similarly, because it is going to pass through all

points, so, given that given P(t) is passing through all points. It means that

P(x1)=y1, P(x2)=y2,P(x3)=y3,. e P(xm_1)=ym_1,P(xm)=ym. So, from here I can write as

FOX AU X+ ml + FOX .t ol = So, this is th
QX FOLX e X = Y, A FX X+t x =y . So, this is the
way we can write the corresponding matrix.
: 1 2 m—1 1 2 m—1 1 [ . ]_[ . ]
Plxox x X, X, X, X X o, o Pa FY Y, Y, P Y

. So, now if you see from here, this corresponding matrix, it has some special name and that

1s it is called Vandermonde matrix.

o . 2 -1, . o
So, and represented by V, so, it is just the matrix 1 X, X xT like this. So, it is called the

Vandermonde matrix. And, suppose this a just write as maybe some o and this is what I can



write as b. So, I get the system V a=b. Now, [ am going to show that this is a unique one. So,
this polynomial is unique. So, this polynomial is unique means the solution of this system

should be unique.
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Now, for system 1, to have a unique solution, we have to show that the matrix V is
non-singular, because if it is a non singular only then we are going to have a unique solution
that we already know from the matrix theory. So, which implies that we need to show that the
null space of the matrix V is just a containing the 0 element. So, this is equivalent to saying

that the null space of N(V) = 0, that we have already seen in the previous results.

So, now we are going to show these things. Now, what are you going to have? So, I want to
show this thing now. So, let us write. So, we can have corresponding homogeneous system as
Va = 0, where V is this matrix and « is this value. Now from here we have so, Va = 0. So,

from here we can write from here. And, a is made up of this o o . So, from here I can
write, we have or maybe we can write. So, I will just write the first one. So, first one will be

2 -1 . . T
a0+a1x1+a2x1+...+am_1xT =0. So, this is the first equation. Now, which implies if you see
from here, that I am putting the x, in the given polynomial and getting the value equal to 0,

which implies that P(x,)=0, which implies that X, is a root of the polynomial P(t). So, this is



the polynomial I have P(t). So, that the polynomial we have defined this one and it is going to

show that x, is a root of this P(t) by this way.

.. 2 m—1 . .
So, similarly we can show that oo XX ot X = 0 for i=2,3,....m, which

implies that x,, x; all x,, are the roots of the polynomial P(t) that we are defined.

So, from here one thing is true that since the polynomial P(t) is of degree m-1, we know that
the polynomial is of degree m-1. But, it is distinct, it has so, you can see from it that it has m
distinct roots, it is of degree m-1, but it is having m distinct root that is x, X, ...,X,, that we

have shown from here, this one.
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But, that we know that by the fundamental theorem of algebra, that guarantees that if P(t) is
not a zero polynomial, then P(t) can have at most m-1 distinct roots because if it is of degree
m-1 then it can have a maximum m- 1 distinct root. So, which implies that my P(t)=0, but

that is not the 0 polynomial we have taken this one passing through these points.
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So, which implies that, that this is the only possibility, that o 1=a2=a3=...=am=0. So, it shows
that this polynomial should be equal to 0, itself only. And, which implies. So, if all these O(i's

= 0, then from the system 1 from the system 2, I can say that, which implies that Va =0 gives

you that « belongs to the null space of V.

Because, it is going to 0 and the null space of V contains only 0 element. Because definitely

o will be definitely in the null space of V and the values I am getting 0,0, Oy, O all

2" 3

these values I am getting 0. So, null space will contain only this element, only 0 element.

So, that implies that the corresponding matrix V is non singular and if it is a non singular
matrix. So, which implies that V alpha is equal to b is going to have a unique solution and
that solution I can write as V inverse b. So, if it is going to have a unique solution it means

the alpha i's we are going to get in this case are unique.

So, from here I can say that my polynomial P(t) is unique. So, whatever the points you are
taking you can draw different different polynomials, but from by this theorem we are going,
we have shown that only a unique polynomials is going to be that passing through the all the

points. So, that is the proof of this one. So, this polynomial will be unique.



And, this polynomial you can find in a different way, but this is going to be unique if it is
passing through all the points. So, that is one of the applications of this property of null space
containing, null space is going to be only 0 space. So, this is one of the applications we have

taken.
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Another application I want to apply for, I want to show you. Now, this is the application we
are going to discuss. Suppose I have a vector space V is a vector space of real valued
functions of a real variable. And, let I take a set S, which contains a number of functions

coming from this one.

So, be a set of functions that are n-1 times differentiable. It means that, each f(x;) belongs to
the vector space V and n times and n -1 times differentiable. So, that is the meaning of this
one. So, and the set S is there. Now, so, then the there is a word term Wronski or we also
some books write like a Wronskian, then the Wronskian matrix or Wronski matrix. So, that
this is the matrix we are going to write f,(x), f,(x),...f,(x). So, I am going to write this matrix
with the function. Second row is just the derivative taking the derivative of each function.
And, similarly I can go and I can take n-1 time derivative, I am writing in the same column.
So, I get this matrix, it is n Xn matrix and we call it the Wronski matrix. So, this matrix I

have written.



Now, so, now, the statement this is what we are now if there is at least one point that is x=x,,.
So, x is below basically x belongs to some interval in the given domain. So, this is a standard.
If there is at least one point X = x,, such that the value of the Wronskian at x,. So, if it is non
singular then the set S is linearly independent for all x. So, this is my statement, S means

statement.

What I'm going to do is, I take a vector space and suppose that the factor space is made up of
functions and suppose I take a set S and somebody asks me . Tell me whether this set is
linearly independent or dependent, then how we are going to check whether this set is linearly
independent or dependent? So, this is what we are going to do. So, and in this case we are

finding that these functions are n-1 time differentiable.

Then, we have written the Wronski matrix and then we say that, if I choose any point only
one point x equal to X, and I found that, at this point this Wronskian matrix is non-singular.
Then just I can say from there that this set S is going to be linearly independent. So, that is
the powerful way, that only one point if it is satisfied it is satisfying for all. So, this one we

are going to prove. So, let us do this one.

(Refer Slide Time: 29:18)

e Note3 - Windovs Jourral - 7]

file Edit View Insert Actions Tools Help

) B/ AEEEEEEN o " R e-SEr-

(Pt e A Ao bt Asr e SO s‘,)\:,ubg,m/ » J.\Lﬂ) is Lz
—_

2 Lo 4nbor - taahbl=e L’-"-]

D 4O @A X

|

GRW B 4 = tanhm =0

(

' ﬁ““)
) (nt) = =0

J,I.v(u,\‘v%t mt - e

o 0

L B - - Haln)

o« o
I FL o 1
8 & 188 @
/

(

Proof: We basically want to prove that the set S of the function f(x), f,(x), ...f,(x) is linearly

independent. So, this one we want to show. So, suppose I have a function and I want to show



the linear method. So, which implies that, I will take some scalars may be I can write o, f L
(x)+a2f 2(x)+oc3f 3(x)+...+ocnfn(x)=0. So, this is my linear combination and I am putting it

equal to 0. So, this one we have taken.

Now, after doing this one, I can write this as equation number (1). Now, how to prove this
one? So, I will try to differentiate equation (1), n -1 times with respect to x. Because, |

assume that my functions are differentiable and it can have n-1 times differentiable function

) 1
even. So, I can write here alfi(x)+a2f2(x)+(x3f;(x)+. e f1(X)=0,....

o f X (XM f (X4 i (X)=0,

So, from here I can write this system as

@ 1,0 L0 f@A@ A0 Am - o AT Ao 7w

~(2)
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And, now from here this can be written as you can write from here that this becomes a
Wronskian matrix. So, because this is Wronskian matrix and this is a. So, I can write as W(x)

a = 0-----(3). So, this is a system I can write as equation (3), where a is basically o,0,,...q,.

Now, it is given to me now. So, from here it is a homogeneous system. So, homogeneous
system is basically from here I can write, that o belongs to the null space of the Wronski
matrix. Also now it is given to me that for x =x, a will belong to the null space of x,, because

it 1s true for all x.

So, if I choose just x =x, then definitely a will be there, but null space is just the 0 element it
is written from here, that is if there is at least one point where this matrix is non singular. So,
it means if it is a nonzero, it means that the null space of this is going to have only one
element. So, which implies that my a should be 0, and which implies that my a,,,...a, all

should be 0.

And, if it is 0, then it shows that the functions f;(x), f;(x), ...f,(x) are linearly independent for
all x. Because, here we are representing with just one point and then shows it shows that the
0,05, ... o's all are O and it this is the linear combination I have taken and from this linear

combination we found that a,,,,...a, are 0 and it is true for all x in this case now.

So, from here I can say that this is linearly independent for all x. So, which shows that S is a
linearly independent set and that is true for all x. So, this way we can prove the set of

functions whether they are linearly independent or dependent. So, after this we will stop here.

So, today we have discussed two important applications of the statement about the null space,
0 null space corresponding to the given matrix. And, we have shown that the interpreting
polynomial for the given data is always unique and then we have shown how we can check
the given set of functions to be either linearly independent and dependent. So, I hope you

have enjoyed this lecture, thanks for watching.

Thanks very much.



