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Lecture 2

Nonparametric Statistical Inference

Welcome students to MOOCs series of lectures on Nonparametric Statistical Inference, this is

lecture number 2. In the last class, we have seen how to do point estimate for different quantiles.

(Refer Slide Time: 00:38)

Estimation of Central Location

Today, we shall start with Estimation of Central Location. When we talk about parametric
inference, by central location typically we think about mean. But in a nonparametric scenario, the

major central location that we consider is median.
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In the last class we have oblained [ormula [or oblaining both
the Point estimate and Interval estimate for , for 0 < p<1.

lor Median the value of pis 0.5.
Hence we can use the estimate in a similar way.

3§~

In the last class we have seen how to do ¢, for 0 < p < 1 and we have found out the point estimate
and interval estimate for ¢,, for any given p. When we are looking at median, then value of p is
0.5. Therefore, effectively we can estimate median in a very similar way, the way we have done

for any arbitrary p by considering the value of p is equal to 0.5.
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Consider the [ollowing sample,
29.7, 26.1, 32.2, 36.0, 8.8, 19.5, 38.7, 435, 5.6, 114, 45.0
From here we got the following Ordered Sample:

Xy=56 Xp»=88, Xg=114, X¢=195

X5 =261, xm@ Xp=322, X =360

Xg=387, Xyg=435, Xy =450

Since n=1l,n+1=12 ~(n+1)p = 6

Therefore point estimation for Median is X, ‘

()

So, consider for example, this set of data there are 11 data points 29.7, 26.1 up to say 11.4 and 45.
From here, what we do just to recollect that, we take the ordered sample that is, we sort them in

increasing order, since n = 11 therefore, n + 1 = 12 and hence (n + 1)p = 6, where p = 0.5.



Hence, the point estimation for median is X4 which is 29.7. So, that way we can get the value of

the median or an estimate for the median.
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On the other hand if the sample has one more element: 49.5
Therefore the ordered sample is:

Xp=56 Xp=88 Xg=114 Xy=195
X5 =261, Xg=297, Xp=322, Xg =360
Xo)=387, Xio=435, Xyy=450 Xyp=495

Since n=12,n+1=13 . (n+1)*p = 65

e—

Hence 6< (nt l)‘p_<-‘_7_

& Gos lies between X and X i.c. Between 29.7 and 32.2. After

lincar interpolation it will be ( 30.95

(s
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On the other hand, suppose, there is one additional element namely 49.5 therefore, the ordered
sample is now X, is 49.5 because that is the maximum of all the elements, but in this case
(n+ 1)p = 6.5 which is between 6 and 7. Therefore, by the concept of linear interpolation, we

get an average of these two which is the value 30.95. So, this is going to be the estimate for median.
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But suppose the 12" datais 16.3 NOT 49.5

Then the ordered sample will Took like:

Xo=56 X»=88 Xgm=114 X;y=163
X9=195 Xg=261, Xp=297, Xg=322
X0 =360, Xu9=387, Xqn=435 Xuz=450

2 Gy s will lie between X, and X i.c. Between 26,1 and 29.7.

After linear interpolation it will be {5 27.9

L]

Instead, if the new data that we have, data would have been 16.3 then what would happen? Then

we get the ordered sample is like that. So, we can see that 16.3 is coming here, but in this case the

median is going to be the arithmetic average of these two, which is going to be 27.9. So, that is

going to be the point estimate for the median.

Therefore, we can see that a single observation may change that estimate of the central location of

the distribution, which is true even for parametric inference, because in that case the sample mean

is going to be the estimate for population mean and therefore, one single value can change the

estimate of the central location.
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Testing of Hypothesis
for

Location Parameter.

lesting of Hypothesis differs from Lstimation in the following way:

Based on a random sample of n observations {X,, X, ... X, } here
the aim is : ===

lo estimate M (the central location of the distribution)
by Mo, (an estimate) and determine the answer to the
following question with certain level of confidence:

Does the sample provide strong evidence that M is at the point Mo?

f’,‘

Therefore, the most important concept is testing of hypothesis. So, in testing of hypothesis, it
differs from the concept of estimation in the following way. Here based on a random sample of n
observations, let me call them X;, X,, -+, X,,. Our aim is to estimate M, the central location of the
distribution by some value M,,. M,, is an estimate which may be based on the sample or which may
be theoretically one can think of and determine the answer to the following question with certain
level of confidence.

Does this sample provide strong evidence that M is at the point M,? So, those who are familiar

with statistical inference, you understand what | mean and those who are not very familiar. Let me



tell you, what we try to do here. We want to see that if a given value M, can be considered as the

central location, and if we can, then what is going to be the level of confidence.
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lesting of Hypothesis differs from Lstimation in the following way:

o 1 here

Based on a random sample of n observations {X;, X,. ... X
the aim is :
T estimate M (the central location of the distribution)
by Mo, (an estimate) and determine the answer to the

following question with certain level of confidence:

Does the sample provide strong evidence that M is at the point Mo?

More technically it is written as [ollows:

()
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The Hypothesis of the form

Ho:M = Mo iscalled the Null Hypothesis which is to be
~accepted or rejected.

Acceplance or rejection of 1o is against an alternative [lypothesis I1)

Iypical forms of [l are
a) ll; M<M, \/ One  dad,
b) H;: M>M, \/

O H MM, Tuo - Ml

So, let us go and study. So, more theoretically we shall write it as follows. This H,, is called the
null hypothesis. As | have indicated H, is the notation for null hypothesis. So, the hypothesis that
we want to test is whether M can be considered as the value M, and we are going to accept or

reject this hypothesis viz-a-viz some alternative which can be of 3 types.



M < M,, that is, the sample evidence is such that we cannot accept that the value of M is M,, rather
it can be that M < M, or it can be M > M,. These two are called one-sided or we can think of

M # M, which is a two-sided alternative. These alternative hypotheses are denoted by H,
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I:xample

Suppose {X,, Xy, ... X, } 1s a sample, (o test whether Mo is it median.

Consider the sample is of size 16 taken from a population.
0.10, 7.80, 10.10, 11.40, 8.65, 2.75, 2.88, 9.95, Vi
0.35, 2,25, 3.95, 5.00, 2.10, 15.45, 13.70, 8.15 /

Tesl al 5% level of significance whether the sample is [rom a

population with median 10.

Thus Il,: M, =10
VS,
H:M,<10

For example, suppose | have n samples X, X,, -+, X,, and we have taken a sample with n = 16
and | am giving you the values of the 16 observations. That is, you can see the 16 values here and
we want to test at 5 percent level of significance whether we can accept the value M, = 10 against

the alternative is M, < 10. That is, you are looking at one-sided alternative.
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I'wo important tests we study in this regard are:
1) One Sample Sign Test /
2) One Sample Wilcoxon Signed Rank Test. /

[iach test defines its own Test statistic based on the sample and

Has its rule to Aceept or Reject the Null hypothesis Ho

®
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Two important tests in this regard are One Sample Sign Test and One Sample Wilcoxon Signed
Rank Test. So, in this lecture, we shall be studying these two tests in detail. Each test defines its
own test statistic based on the sample and has its rule to accept or reject the null hypothesis H 0 .
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I'wo important tests we study in this regard are:
1) One Sample Sign Test
2) One Sample Wilcoxon Signed Rank Test.
[ach test defines its own Test statistic based on the sample and

Has its rule to Accept or Reject the Null hypothesis Ho

Also, we shall see paired version of both the tests .

(¥)
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Also, we shall see a paired version of both the tests which perhaps we shall do in the next class but

let us first see what these two tests are.
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One Sample Sign Test

Itis onc of the simplest of all Nonparametric Tests.

The distribution is assumed to be continuo\ly

;-‘.: t >

So, the first test we are looking at is One Sample Sign Test. By one sample, we mean that the
sample is taken from one population. Later, we shall see that we will be learning tests, which are
based on more than one sample. For example Two Sample Sign Test, when we will be comparing

the central location of two different populations.

So, let us first understand what One Sample Sign Test is, it is one of the simplest of all
nonparametric tests, the distribution is assumed to be continuous. So, this is the most basic
assumption that we are not looking at a discrete population, rather it is a continuous population,

but the test is actually very-very simple as we see now.
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The Procedure

Considers the differences between the observed values X;
and the hypothesized median M,

I'he data is converted into a series of (+‘/and (—{/signs
according Lo the sign of X; - M, slating whether
X>M,orX;<M,

Let N*= #X, st. X, > M, and N- #X, st. X, < M,
205 22 B AN

In case some observations X; = M, ignore the zeros and
reduce the number of observations accordingly.

18

So what we do here in One Sample Sign Test is the following. It considers the differences between
the observed values X; and the hypothesized median M, what does it mean? So, suppose these are
my observed values and suppose this is my hypothesized value M,. So, we want to see with respect

to M, how the observed values are distributed.

So, in order to test that, we do the following. The data is converted into a series of plus and minus

signs according to the sign of X; — M,, and stating whether X; > M,, or X; < M,.

So, if the observed value is more than M, then X; — M, is going to be a plus. And if it is less than
M, t, then it is going to be a minus. And therefore, we reduce the observed sample into a sequence
of plus and minus. Therefore, what happens? We can check what is the number of pluses that is
the N* number of X; such that X; > M, and N~ that is number of X; such that X; < M,.

So, here we are checking number of X; which are greater than M. Here we are checking number
of X; which are less than M,. In case some observations X; is same as M,, then we ignore that
value, because in that case X; — M, is going to be 0 and if it is a continuous distribution we can

assume that the random variable taking a particular value has probability 0. So, that is the reason.
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Under the null hypothesis (and other assumptions of the sign test)

F ey

Mo is the unique median of Fy, hence

P(X > My[Hy) = P(X < My[Hy) = 05

Once the observations are converted as above they constitute
asctof N independent random variables from Bernoulli
population with probability of success = 0 =2 .

Thus, under the H, distribution of N*is Bin (N, 0.5)_

- 3 M
® =
NPTAL

19

Now, under the null hypothesis, let us see what happens. M, is the unique median of a Fy. Let X
be the underlying random variable and F is the cdf that is the cumulative distribution function.
Therefore, probability X > M, under the null hypothesis is same as probability X < M, under the
null hypothesis and that value is equal to half i.e. P(X > M,|H,) = P(X < My|H,) = 0.5.

That is very easily understandable because if M,, is the true median, then we would expect half of
the observations will be here which are greater than M, and other half will be here, which are less
than M,. All these are going to give me plus signs and all these are going to give me minus signs,

right.

Therefore, under H,, the distribution of N* which is the number of observations giving plus sign
is a binomial distribution with parameter N and 0.5 is the probability of success, and where N is

the number of observations.
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I[ the sample truly comes [rom a distribution with median
M,, then it is expected that
Nearly half of the sample observations will be > M,,
&
Nearly half of the observations will be < M,,
()

=
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So, if the sample is truly coming from that distribution with median is equal to M, then we would
expect that nearly half of the sample observations are going to be greater than M,. And nearly half
of the observations are going to be less than M,,. That comes under the null hypothesis. That is the

median is actually at that point M,.
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Consider the following situation.

== == = = =Moo + ++ + + +
"‘\(“-——-—-"'}'_:'- Nt

ie. N* = N

Hence we tend to accept Ho: M -\y

(1)
HP l

b

So, let me illustrate. Suppose this is the scenario, M, is the hypothesized median. So, these are the

observations which are greater than M, these are the observations which are less than M, and if



M, is truly the median, then N7 is equal to or very close to N, they need not be equal, because

we know that statistically it cannot happen that both sides will have equal number of observations.

But there should be a limit that is what the test is all about whether the difference that is there in
the number of pluses and minuses is acceptable under the null hypothesis. So, in this case it appears

that they are more or less same. So, we are likely to accept that M is same as M,,.
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BBut suppose the situation is somewhat like this:

l

\-- == MUl e |

ie. N* >> N Then we feel that M > Mo

()
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Now consider this scenario. Suppose this is my hypothesized M, and after we take the differences
and convert the observed sample into pluses and minuses we can see that there are so many plus
and so less number of minus. That is the number of plus signs is much-much greater than the
number of minus signs, then what we feel because it is a continuous distribution, | can see that our

observation has come in this range.

Therefore, we would expect the median is going to be somewhere here that is actual median of the

population is greater than the hypothesized median M,. | hope you understand this.
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But suppose the situation is somewhat like this:

|

== == Mo+ + ++ + + + ++
ie. N¥ >> N- Then we [eel that M > Mo

Similarly, suppose the situation is somewhat like this:

\

| = = == me e e Mo+ + 4+

}) ie. N* << N- Then we feel that M < Mo
-

— —

Thus, we reject Ho, in favour of
a) Hg M<M,: /
if either N*is too small or alternatively N~ is too big
b) H: M>M, =
il either N™is Loo small or allernaively N* is loo big
¢ MM, =
il any onc of N*or N is loo big or too small
0

In a similar way, suppose the situation is somewhat like this, this is the hypothesized M, and then
we can see that the number of plus signs of N is less than much less than number of minus signs.
Therefore what we would expect that the median should come somewhere here because it is a

continuous distribution in this range and therefore, we would feel that M is actually less than M,

Therefore, we reject the H,, that is the null hypothesis in favor of M < M, that is one-sided
alternative if either N* is too small or alternatively, N~ is too big. Say for this example, if N* is

too small then we would expect, that it is more likely that M < M,, or in other words, if N~ is too



big, then we would expect that M is somewhat less than M, and therefore, we would reject the null

hypothesis in favor of M < M,, .

In a similar way, if N~ is too small or alternatively N* is too big, then we would rather think that
M > M, say something like this, we would expect that M is somewhere greater than M,
Therefore, if the observed statistic is something like that, that N* is too big or N~ is too small,

then you would expect that M > M,, .

For a two sided alternative M # M,, , if anyone of them N* or N~ is too big or too small, we tend

to reject the null hypothesis in favor of the alternative M # M,, .
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Consider the sample of size 16 taken from a population.

6.10, 7.80, 10.10, 11.40, 8.65, 2.75, 2.88. 9.95, v
635, 225, 395, 5.60, 210, 1545.13.70, 815/

Test whether the sample is [rom a population with median 10.

Thus I1,:M,=10 /
VS,

H:M,<10

at 5% level of significance

2

So, let me illustrate with one example considered the sample of size 16 taken from a population.
So, there are 16 observations as you can see enlisted here and we want to test whether this sample
is from a population with median is equal to 10. Therefore, we were testing M, = 10 against say

alternative M, < 10 and our level of significance is 5%.
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Solution

Value | 6.10 | 7.80 | 10.10 | 11.40 is.bs 2.75 | 2.88 | 9.95

Signof . + v .

el A I A Y 4 /’ Ma=10

Value ' 6.35 | 2.25 [ 3.95 ] 560 | 2.0 | 153.45 | 13.70 | 8.13

|

Signof | ¢ }

X, - M, ‘ ‘ \/ VAl

* Therefore N* and N™ are respeclively 4 and 12. N* +N

» Therefore lest statistics $ is N* for this example. - N

» We should check if S is too small, T *DN“VH

. : RO : Oo/RYIA Y
(, * For checking we consull Binomial Table for Bin (16, 0.5). i’nuﬂ »,3\
Bt R

T
%

So, what do you do? We do the following we construct the table. We are considering the sign of
X; < M, our My = 10. Therefore, what we do? 6.10 that gives a minus, 7.80 that gives a minus,
10.10 that gives a plus and like that, we compute it for all the 16 observations. Therefore what is
the value of N*? N* is 1, 2, 3, 4 and therefore, quite naturally N~ is going to be 12 because we

have 16 observationsand N* + N~ = N, the total number of observations.

Note that if some of the observations are same as M, we have to discard them. So, | write
discarding X; = M, . So, all those observations which are equal to M, , we have to discard them.
Therefore, the test statistic we can consider to be N* there is no hard and fast but typically the

smaller of these we try to use as our statistic and we need to check if it is too small.

So, if it is too small that means, it is so small that it is very unlikely to happen under the null
hypothesis, then we are going to reject the null hypothesis in favor of the alternative but how to do
that? For checking that we consult a binomial table of 16 and p is equal to 0.5.
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Solution

We can use the table [rom

https://faculty.math.illinois.edw/- wkinner2/math 124/binom.pdf

Which shows probability of r successes in n independent trials
with probability of success p, and then calculate the cumulative
[requencies.

()

S

Now, all of you, | assume are familiar with different statistical tables, like normal table, chi square
table, t, F, etc. For parametric, these four tables are most important and with that we can test most
of the hypothesis that we are going to test. In case of nonparametric for different tests, we need to

have corresponding tables, which will give us the probability.

So, for Sign test, we have to use the binomial table and which gives us the probability of r success
in n independent trials with probability of success is equal to p. So, that is a general binomial table.

For Sign test we need to look at p is equal to 0.5.
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So, consider this table, I am just giving you for n = 16. Similar tables are there for different values
of n. On the header we can see different values of p starting from 0.05 to 0.50 for this example
our consideration is 0.50,n = 16. So, we are looking at for different values of x, what is going to

be the cumulative probability.

Say for example, for the value of 4, the cumulative probabilities 0.0384. What does it mean? This
means that if X is a binomial 16 comma 0.5 then probability P(X < 4) = 0.0384. Just for the sake
of completeness, let us look at what is the value at 15. It is showing that if X is binomial 16 comma
0.5 then cumulative probability P(X < 15) = 1.

Some of you may think how it can happen, because if X is binomial with n is equal to 16, then
there is a positive probability that X will take the value 16, but we know that probability X is equal
to 16 is equal to half to the power 16, which we consider to be almost close to 0.

That is why at this point, this is given to be 1, I would suggest that you go to the table and try to
see the cumulative probabilities. And if you are trying to experiment, you can compute these values
for some x, for some n, say n is less than 16, you can take it to be 5 and try to compute the values
of probability for a given value of p. And for a given value of x, what is going to be the cumulative
probability for that one.

That will be a good exercise and that will tell you how one has computed such large tables for
different n and different x for different values of p, okay. So, let us go back to our test.
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* Tor this problem we shall have (o check cumulative Probability
of a Bin(16, 0.5) variable taking value less than equal to 4 (N*)

* From the tablc we obscrve that this value is 0.0384

* This is the p-value of the test.

* [lence the desired probability is < 0.05 .

Iherefore Ho will be rejected at .\*ycl of significance

[‘"JF =

(%) 7 oot

So, for this problem, we have to check the cumulative probability of binomial 16 comma 0.5 is
taking a value less than equal to 4, as | have already explained, and we observed that the value is
equal to 0.0384. So, this is what is called the p value of the test.

So, that is the observed value of the probability corresponding to the statistic that is given from the
sample. Since this value is less than 0.05, we will be rejecting the hypothesis at 5% level of
significance. So, if you do not understand this, so, let me give you an illustration. So, if it is a

binomial distribution with p is equal to 0.5 it is going to be very symmetric around the mean.

And we are looking at 5 percent level of significance. That means, if this is the cutoff, above which
there should be 95% of observations, but, in this case we have found the value to be 0.03 which is
less than for alpha is equal to 0.05 that is 5%. Therefore, because it is a one-sided test and this

value is less than the cutoff point, we are going to reject the null hypothesis.

Later, we shall see some examples when we will be looking at the upper sided tests and we shall
reject the null hypothesis, if the observed value falls somewhere higher than this value, this is
called the critical value. I am sure most of you are familiar with this term. So I am giving you a

brief idea about what we do, when we are going to test a particular hypothesis.

(Refer Slide Time: 27:27)
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Normal Approximation

When » is somewhat large (say above 15) one may

Approximate Binomial distribution with Normal.

>
NPTEL

Now, we can do normal approximation, because we know that from Central Limit Theorem that if

the number of observation is somewhat large, then we can approximate it with normal in this case,

typically, if the value is greater than equal to 15. Then we try to approximate the binomial

distribution with a normal distribution.
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Normal Approximation

Since, it is a continuous approximation of a discrete distribution, a
continuity correction of 0.5 may be incorporated in calculations.

Lor Bin(n, p) distribution mean and variance are np & np(1-p), resp.

chccis approximately N(0, 1). T Hain 2xawple
S = N

~N* has a binomial distribution with parameters n and 0.5. We can
consider

L~ "7 obe Normal, and apply Z-est.

T —— Smnin

Applying continuity correction the 7-statistic looks as:

In order to approximate any distribution with a normal we need to understand what is going to be

the mean and standard deviation of the random variable. In case of a binomial Bin(n, p), we know

that the expectation is equal to np and the variance is equal to npq or np(1 — p). Therefore, the

standardized variable is S where S is the statistic. In this case we have takenN™*.



S—np

Vnp(1-p)

Therefore, N* has a binomial distribution parameters if n and 0.5 then we can consider Z =

Therefore, we are looking at and this is going to be approximated by normal N(0,1)

S—-n/2
Jn/4

And therefore we can use Z test. But sometimes we use continuity correction, because it is a

discrete density. Therefore, we use a factor 0.5. And under continuity correction, this is going to

5+0.5—-np

Jnp(i-p)
(Refer Slide Time: 29:45)

be the statistic

4+05-8 -35
. ) - = —= -]
For the above problem 2= igvgas ~ 2
05

—

Since the cumulative probability of -1.75 is 0.04 we
Reject the Null Hypothesis at 5% level of significance.

®
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So, for the given problem, our S was 4, with a continuity correction 0.5, np is equal to 8 because
n is equal to 16 divided by \/16p(1 — p) and that gives us, the value this should be 25. And
therefore, the obtained value of the statistic is equal to —1.75. So, since that cumulative probability
of —1.75 is 0.04 we reject the null hypothesis at 5% level of significance. What does it mean?

Those who are not familiar with this, for them let me explain.
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We go to the normal table and the observed value of the statistic if you look at it, it was minus
1.75. So, we go to the normal table, we look at —1.7 and 0.05. We come to that value which is
equal to 0.04006 which is approximately 0.04 which is less than 0.05.

Therefore, we are going to reject the null hypothesis under normal approximation as well. So, as |
said it was a very simple test, which is called Sign test and like that we can check whether we can

accept the null hypothesis that M = M,,.
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One Sample Wilcoxon Signed Rank Test

Y2 b

Now, let us look at the slightly improved test, which is called Wilcoxon Signed Rank Test. Sign
test is very simple, but it has one problem.

(Refer Slide Time: 31:53)

A major problem of the sign test is that it considers all the values
greater than M, with equal importance.

lor illustration: ~ Suppose we are testing for
Hy Mo= 10 /
on the basis of 5 samples

Consider two sets of observations

A-{7,8.10,12,14) and B~ (7.8, 10, 18,20}
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As | illustrate here, suppose with respect to some data, we are testing if M, = 10 that is the
hypothesized median is equal to 10 and we have taken 5 observations. Suppose these observations

are 7, 8, 10, 12 and 14. In this case, what is going to happen?

We will have minus, minus, this is O we can ignore, plus, plus. So, number of plus signs and

number of minus signs are same. And we can feel that therefore we can accept 10 to be the median



of the population. Suppose on the other hand my observations are 7, 8, 10, 18, and 20. If we use

simple sign tests then again we will get minus, minus, this is 0, plus, plus.

Therefore by Sign test, it also has the same value as this. Hence, we are going to accept the null
hypothesis that M = 10. However, If we look at this, that is a continuous distribution and observed
values are from 7 to 20, then we can easily feel that the median should not be 10 it should be

something higher than that, that is a basic intuition.

(Refer Slide Time: 33:28)

A major problem of the sign (est is that it considers all the values
greater than M,, with equal importance.
For illustration: ~ Suppose we are testing for
Iy My= 10
on the basis of 5 samples
Consider two sets of observations

A—{7. x.\l} 12,14} and B~ {7,8, 10, 18,20}

* Then under continuity assumption A does not seem to reject H,

* But it feels intuitive that for B population median would be > l{)/

* The Sign test would give same output for both. ./

(w) * Inthese situations we use the concept of Rank Order Statistics.

-

Hence, what | am saying that under the continuity assumption, it does not seem to reject H, |,
because both of them are giving two minus and two plus therefore, A does not seem to reject H, .
This sample was not going to reject H, , but it feels intuitive that the B population median would

be greater than 10 as | have already explained.

But Sign test would give the same output for both as | have already explained, therefore, we need
to do something better and we introduced that concept of rank order statistic. What is that?
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The Rank Order Statistics for a random sample are any set of
constants which indicate the order of the obscrvations.

Any statistical procedure based on Rank Order Statistics depends
only on refative magnitude of the observations.

Ihe test we study now is called

One Sample Wilcoxon Signed Rank Test

()

NPTHL

The rank order statistics for a random sample are any set of constants which indicate the order of
the observations. So, we are not just looking at it is plus or minus, we are also looking at the value.
That means in this case, whether it is not greater than or less than M,, we are looking at how much

it is greater than M,, or how much it is less than M,,.

So, that is what we will be computing which is called a rank order statistic. And from this rank

order statistic, the basic test that comes up is called Wilcoxon Signed Rank Test.
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One Sample Wilcoxon Signed Rank Test

We have a random sample of k observations from a continuous
distribution with median

We also make an additional assumption thal the distribution is
symmetric about the median. == e

We have to test Ho: M = Mo against an alternative which can
be one-sided or lwo-sided. e

e or two-side P

We consider the differences D, =X,-Mo. | - .

——

liach D, may be positive and negative.

7 We ignore zeros in ) since the probability of zero to occur in
{ “) a continuous distribution is Nil in theory.

<o
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So, let us first study one sample Wilcoxon Signed Rank Test, what it is? So, as before, we have a
random sample of k observations from a continuous distribution with a median is equal to M. So
this is the population median, we do not know about it, this is what we are trying to estimate, or
we are trying to test based on a sample.

But to apply Wilcoxon Signed Rank Test, we need another additional assumption that the
distribution is symmetric around the median. It is not necessary that all distributions are symmetric
about the median. For example, if it is a positively skewed distribution, then median may come
somewhere here and we can see that it is not symmetric around that median, but that will not work

for applying Wilcoxon Signed Rank Test.

So this assumption is needed. And we are testing Hy: M = M,, against an alternative which can
be one-sided or two-sided this | have already explained. So | am not going to repeat that here, what

we do, we considered the difference D; = X; — M, . Each D; may be positive or negative.

Again we ignore zeroes in D; since the probability of 0 to occur in a continuous distribution is nil
in theory. Because it is a continuous distribution, the probability that X is taking the value of M,

is 0 therefore, we ignore the 0 values when you are considering D;.
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We order the absolute differences | D;| yasccnding order and assign
themranks 1,2, 3,..,n inincreasing order.

+ - . S oS
Let T™ and T denote the sum of ranks of positive differences and
the sum of ranks of negative diffcrences, respectively.
Mo = 10
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Ties of rank are distributed equally to both T t:md i

Sometimes, in case of tic of ranks, cach tied absolute value is Y

assigned the mean of the ranks that would have been allotted in case * - Dy=2

of no tie. ( Dy= -2
. [Dg| = \Vj\ =2
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Now, what we do? We look at the absolute value of the difference D; for all the n observations,
X1,X,, -+, X, . Let T* be the sum of ranks of the positive differences and T~ be the sum of ranks
of the negative differences, when we arrange all these D;s in ascending order of magnitude. What
will happen? If ties are there, T* and T~ say for example, my M, = 10 and suppose X5 = 12 and

suppose X, = 8.

Therefore, Ds = 2 and Dy = —2. Therefore,|Ds| = |Dy| = 2 . Therefore, in the ascending order of
the D;'s these two will be tally. What to do? What we typically do is we assign the average values
there, as | will explain later. So, sometimes in case of tie of ranks, each tied absolute value is

assigned the mean of the ranks, that would have been allotted in case of no tie.

So, if there were no tie, perhaps one of them would have got the rank i other one who would have
got the rank i + 1, then I will give the average of these 2 to both of them. So, that is the idea.

Therefore, T* + T~ assuming there is no tie or if there is a tie, we break it like that is equal to

n . _ nn+1)
=1l ="
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Under Hy, T* and T~ should be close. Thus, 7" or T
serve as an appropriate test statistic depending on the
alternative hypothesis.

In contrast to the ordinary one sample sign test the
value of T*, say is influenced not only by the number
of positive differences but also by their relative

magnitudes. T

—
Let T be the smaller of T"* and T' g ’\/\:}l.\ NI

If the true population median exceeds M,, the sample
data would reflect this by having most of the larger

ranks correspond to positive dlff_f'_l‘(’;léﬁ—
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Now, let us see what happens under H, . Under H,, T* and T~ should be close because if this is
the M, and these are my observations, what | would expect the ranks of the differences is going to

be equally distributed. Therefore, the sum of ranks of the negative ones and the sum of ranks of

the positive ones should be very close.

So, in contest with ordinary One Sample Sign Tests, the value of T* is influenced not only by the
number of positive differences, but also by their relative magnitudes. So, | hope you understand
that otherwise | will explain later, let T be the smaller of T* and T~ . If true population median

exceeds M, the sample data would reflect this by having most of the larger ranks corresponding

to the positive difference.
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Consider the following situation.

-Mo + ++ + +
LS O 2 3

DD

Hence we tend to aceept Ho: M = Mo

+
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So let me explain with a very similar diagram. If M, is that true median, then in this scenario,

perhaps this is going to get the rank 1, this is going to get the rank 2. If both of them are going to

get 3 and 3, then | would rather give 3.5 and 3.5. Like that, you would rank all of them.

Therefore, as we can understand from this diagram, T plus which is the sum of ranks of the positive

ones, is going to be approximately close to the sum of ranks of the negative ones under M = M,
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But suppose the situation is somewhat like this:

|
- = == Mo+ + + 4+ + + + 4
N S N e i e
ie. T+ >> T= Then we feel that M > Mo
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But suppose the situation is somewhat like this, we would expect the alternative is like this, but
the observation is such that there are so many positive signs here and so few negative signs here,
then what will happen, all the higher rank values are going to be to the positive side. Therefore
T* is going to be much-much higher than T* and then when you would expect the actual median

is greater than M, .
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But suppose the situation is somewhat like this:

= = == Mo+ + + + ++ + + +

ie. T+ >> T= Then we feel that M > Mo

Similarly, for a situation like this:

e e e e e e e e Mo+ o+ 4

ie. T+ << T-  Then we feel that M < Mo

o
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In a similar way, if we get a situation like this, then all higher rank values are coming with negative

signs, therefore T is going to be much-much less than 7 ~, and we would expect that actual median

is less than M,
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If T, is the number > P(T<T,) - @ the appropriate
rejection/critical regions for the size @ tests of Ho:M = M,

corresponding to different alternatives are as follows: = —

(These values can be calculated from Wilcoxon rank sum tables)

Alternative hypothesis|  Critical Reglon Comments

Reject Hy if T~ is too small

———

HeM>My [ | T-<T,

e |

1M < My

TS T,

HyM = M, @_ Ta or | Reject Hyif T~ or T'* is too small

Reject Hy if T* is too small

ol
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So, we will have very similar type of testing procedure. Let T, be the critical point corresponding

to a and we are testing Hy: M = M,. So, if the alternative is H;: M > M,, then we will reject the

null hypothesis. If T~ is too small that is T~ is less than the critical value T, where a can be say

5% or 10% or 1% depending upon how you are going to test.



Similarly, we will reject null hypothesis in favor of M < M,, , if T* is too small. And for a two-

sided test we will look at T* < Ta or T~ < Ta , that is, if any one of T* or T~ is very small, then
2 2

we are going to reject the null hypothesis.
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Note that:
The p-values are calculated using the general definition.
For instance in case of Hy: M < My, if observed value of 7* ist,
then the p-value is P(T"* < t|H,)
G
NP Z‘ %

The p values are calculated using the general definition. So, some of you may not know what is
the p value. The p value, if the observed value of the T+ is ¢, is P(T* < t|H,) under the null

hypothesis for instance if H;: M < M,,.

So, let me give you an example.
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(®) Solved Example

Suppose we having the following 20 observations
0.3, 8.8, 107, 105, 8.2, 9.7, 10.3, 8.6, 1.3, 107, ./
11.2, 9.0, 9.8, 0.3, 0.9, 10.3, 10.0, 10.1, 9.6, 10.4 o

Wewanttotest Hy: M = 99, Against H: M # 9.9 with
significance level a = 0.05 T

—
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Suppose, we have 20 observations, which are like this, we want to test if it is coming from a
population with median is equal to 9.9. And we are looking for a two-sided test that H; is M #

9.9 and suppose the significance level is 5% that is « = 0.05 . How do you solve it?
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X [D;=X,-9.9] 0] [sign(p) [Rank(ID;)
9.3 /[-06 6e) |r 9.5
i N
88 |11 @) |-/ 14
10.7 | +0.8 08 |+ 115
5 |+16 (i) 8
11\]‘; +1 5, 5 + 1
82 |17 17 |- 19
9.7 |02 0.2 35
103 | +0.4 04 |+ 6.5
86 |-13 1.3 15.5
113 [+1.4 14 |+ 17
: 10.7 | +0.8 08 |+ 11.5
0
- -
NPTEL
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X, DX 99 10| Sign (D) | Rank(|D;})
11.2 |+13 13 |+ 15.5
9.0 |-0.9 0.9 13
98 |01,/ |01 15,
93 |06 0.6 9.5
9.9 |0 0 ignored | 0
10.3 | +0.4 04 |+ 6.5
100 [+01 ./ o1 [+ fis,
10.1 | +0.2 02 |+ 3.5
96 |03 03 5
: 10.4 |+0.5 05 |+ 8
# ! %
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So, let me go to the solution what we do, we will prepare a table like this. So, first value is 9.3, M,

i5 9.9. So, D; = —0.6 therefore what we understand that it is negative, but not only that the value

of the absolute difference is 0.6.

Similarly, for 8.8 the value of D, is equal to —1.1, on the other hand, if it is 11.5 then the difference

is 1.6 it is a plus and the absolute value the D; and like that we calculate it for all the 20 values and

we get the plus and minus sign also we get the absolute value of the D; and then we rank them and

we have broken the ties by assigning equal weight to them.



Say for example 9.8 and 10, one is giving me D; is equal to —0.1 other is giving me the value to
be 4+0.1 and that is the smallest. So one should get the value 1 other should get the value 2, we are

equally distributing them between these two, so both of them get the rank 1.5.

Similarly, you see that if one observed value is 9.9 which is equal to the M,, in that case we are
ignoring this and we are giving a value 0. So that observation will have to go out of my
consideration. Therefore, we will be working with only 19 observations.
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Here weuse updated n = 19, uponignoring the observation with D; = 0
T'=995 and T~ =905
Thas, the test statistie T = T~ 7905

From Wilcoxon critical value table —
http://users.stat.ufl edu/~winner/tables/wileoxsignrank pdf,

for this two sided test for « = 0.05,

We have critical value 46. Therefore rejection regionis T* < 46 or

T"<46
According to the observed values we cannot reject the null hypothesis
% T
®) :
- -
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3 Two-Tailed Test ~ One-Tailed Test
u~.05J a=01  a=05  a=.01
5 = > 0 -
6 0 2 =
7 2 3 0
8 3 0 5 |
9 5 [ 8 3
10 8 3 10 5
11 10 5 13 7
12 13 7 17 9
13 17 9 21 12
14 21 12 25 15
15 25 15 30 19
16 29 19 38 2
17 34 2 41 27
18 4 27 47 E5)
19 @;b 32 53 37
20 37 37 60 43
(‘ 21 | S8 2 67 49
5

>
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Now, what we do, the updated value of n is equal to 19. Now, we calculate the sum of ranks for
positive ones which is 99.5 the sum of ranks of the negative ones, which is 90.5. So, typically we

take minimum of these, so, in this case that test statistic T is equal to 90.5.

Now, the question comes whether we should accept the null hypothesis or reject therefore, we go
to the table, in this case Wilcoxon signed rank table which is available in this location. This is
available over the internet you can refer to that but for your understanding | am showing some
portion of that table; n is equal to 19 at 5% level of significance it is a two-tailed test because we

were testing.



Therefore, the critical value is coming out to be 46. Therefore, we shall reject the null hypothesis,
if that statistic T comes out to be less than 46. But what we have got, we have got the value 90.5
which is greater than that, therefore, we cannot reject the null hypothesis. So, that is the conclusion
after this test that we cannot reject this null hypothesis if that is the sample that we have got.
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Example 2

Consider the following sample of size ¢ from a population.

20 25 7577 88 99 1111 1212 145
—_—
We wanl Lo lest whether (he population median is 4.5

Ho: Mo=4.5
Lel the Alternalive be:
Hi:M>Ms
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Consider the following sample of size 9 from a population.

20 25 75177 88 99 1111 1212 145

We wanl Lo lest whether the population median is 4.5
Ho: Mo=45

Lel the Allernalive be:
Hi:M>Ms

We shall apply both Sign Test and Wilcoxon Signed-Rank Tesl
For Lesting the above [lypotheses

Let me now give you a very interesting example involving Sign test and Signed rank test consider,
the following sample of size 9 from a population. So, the data points are 2, 2.5, 7.5 like that up to
14.5. And we want to test whether the population median is 4.5. That means, we are trying to check
if this data is good enough to support the claim that the data has come from a population whose

median is 4.5 that is somewhere here, what is going to be the alternative?

Looking at the data, it appears that it should not be at 4.5 rather, it should be somewhere bigger
than that is 4.5 maybe somewhere like this. Therefore, quite naturally, the alternative is going to
be M > M, . So, we shall apply both sign test and Wilcoxon Signed Rank Test for testing the

above hypothesis.
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@ Case 1: Sign Test

Recollect

We have:
Reject H,, with a level of significance «, in case of

o Hy:M < My ifeither N* istoo small or alternativelyN ~ igtoo big

o Hy:M > My if either(N" is too smalf or alternatively N * Js too big

o Hy:M # Myifanyoneof N* or N~ istoo big or too small

We compute the following:

0

=
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So, let us first consider sign test. We know that we reject H, with a level of significance a, if M <
M, is my alternative hypothesis, then we shall look at N~ and that should not be too big. But if
M > M, is the hypothesis, then we shall look at if N* is too big or N~ is too small. So, let us

compute the following.
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@ Case I: Sign Test
[ Values 2025|7577 88099 ‘ 1 J 12.12 | 14.5
}
‘ Sign of - |+ | +| +]| + + 3
| Xi-Mo | \/‘\/ ‘ v/

Observed values ;uv@@ Whenn=9

So we consull the Binomial Table with Bin (9, 0.5)
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In Sign test we are just taking the difference from the observed value of the median and looking at
the sign. Therefore, for 2.0 and 2.5 we have got negative sign and for all remaining ones, we have

got positive sign because, number of observations is 9. Therefore, N* = 7 and N~ is equal to 2.



Therefore, what we have to do, we have to look at binomial table with parameters 9 and 0.5. And
to see whether we can accept the null hypothesis or reject.
(Refer Slide Time: 49:33)

@ Case 1: Sign Test
Binomial Table for N =9is:

et | | s [ o | o | oo o | ow | o | 0o

O

L)

0| 06302 | 0363 | 0206 | 01342 | 00051 | O.0d04 | 00007 | 0.0001 | 0.004 | 0000
I| 0988 | Q08 | 0595 | 04362 | 03003 | 0.1%0 | 1211 | 0005 | 00385 | 0.01%
3| o [ o0 | o [ e | os | s | o [ o2in | oS (E0ERY
3 oomm [ oo | ol | oone | osn | 0n9 | o | 046 | 036 | 0269
G| 1o [ oomi | oo [ oo | ogsir [ oson2 | oxan | omw | ok | s

S 10000 [ 09999 | 099N | 0.9%9 | 0900 | 0907 | 0064 | 0.9006 | 0832 | 01461
6| L0000 | L0000 | LOCDD | O.997 | 0.7 | 09957 | 0. | 0970 | 0950 | 09102
10000 | 10000 | 10000 | 10000 | 0.9999 | 0.99% | 0.9986 | 0992 | 0.909 | 0.9%05
K| 10000 | 10000 | 10000 | 1000 | 1OOO | 0000 | 0999 | 09W7 | 099 | 090

®
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@ Case 1: Sign Test
Values 2025|7577 (8800 |nmn|i121214.5
Sign of - - + |+ |+ |+ |+ + +
Xi-Mo | /| v
Observed values are @@ Whenn=9
——— ‘e —
So we consull the Binomial Table with Bin (9, 0.5)
T LWN\N‘\AYWL ,YWH\MS
Wb & min (3,0 vkt
R Ve < 2
®
NPTAL

So, this is the binomial table and we have got N ~ is equal to 2. So, we are looking at the cumulative
probability that is, binomial variable Bin (9,0.5) takes value less than equal to 2. From the tables

we get when n is equal to 9, the cumulative probability for 2 is 0.0898.
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Case 1: Sign Test

0

The sample p-value = 0.0898 > 0.05

Therefore we accept Ho and 5% level of significance

e~
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Since this sample p value, which is 0.0898 is greater than 0.05. Therefore, we accept H, at 5%
level of significance. So, this | have explained to you, let me just illustrate it once more. So,

suppose it is the binomial distribution with 0.5 it is going to be symmetric. So, p value is 0.08 but

the critical value for 5% level is somewhere here.

So if the value is lesser than this then only we will reject the null hypothesis, but that did not

happen in our case. Therefore, we accept the H, or we cannot reject the H, against the alternative

H,.
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Alternatively,

If we had taken the test statistic to be N* then we need to
look at Probability Bin(9, 0.5) 2 7.

This Probabilily is 1 - P(Bin(9, 0.5) < 6)

=1-0.9102

00808

e —————
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@ Case 1: Sign Test

Binomial Table for N =9is:

) o st | aw | s | o | o | ow | s | o |0 | 0o
1 1 1 T 1 1 1

1 1 1 1

O 10| 0432 | I8N | 02306 | QUM [ 00751 | O0M4 | 0007 | 00001 | 0.006 | 000X

| 095 | Q7S | OS5 | 04062 | 03003 | 019 | 00211 | 0005 | 0035 | 0019% y 3 ot
3| OWI6 | 000 | OAS91 [ 72 | 06007 [ 0462 | 0373 | 0208 [ O.495 | 0.08% %“( ’

J OO | ONT | 091 | 094 | 080 | 79T | 0B | 046 [ 036M [ 029 KRV e
[ 10000 |09l | O | 0N | 0SSI1 [ 09012 | 0RO | OTIN [ ORH [ 0500 \9aIMA

S| 10000 | 0999 | 099 | 0990 | 0.9%0 | 09N | %64 | 09006 | 08342 | 00461 ?

6 10000 | 1000 | L0 | 09997 | 09967 | 09957 | 09888 | 09780 n‘m:\—-"?( ﬁC)

10000 | 10000 | 10000 | 10000 | 09999 | 0.99% | 0.996 | 0962 | 0.909 | 09808

S0 L0000 | 10000 | 10000 | 10000 | 10000 | 10000 | 0.99% | 09T | 0992 | 090

()

>
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Alternatively, if we had taken that test statistic to be N *, then we will have to look at the probability
that a binomial variable Bin(9,0.5) is taking value greater than equal to 7. So, let us look at the
binomial table again till 7 we need to find out the probability that a binomial Bin (9,0.5) taking a
value greater than or equal to 7 which is nothing but 1 minus the probability that the random
variable is less than equal to 6.

Therefore, we look at the cumulative probability that a binomial Bin(9,0.5) variable is taking the
value less than equal to 6. So, that value if we look at the table carefully, is given us 0.9102.

Therefore, probability is 1 minus probability that a Bin(9,0.5) variable is less than equal to 6 is



equal to 1 — 0.9102 which is coming out to the 0.0898. Therefore, again by the same logic, we

cannot reject the null hypothesis.
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Case 1: Sign Test

I1ence the Null [lypothesis
Cannol be rejected al 5% level of significance using Sign Tesl

()

=
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That means that if we are going to use Sign test, we are not able to reject the null hypothesis that
is what we have written, the outcome of the testing is that the null hypothesis cannot be rejected

at 5% level of significance using Sign test.
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Case 2: Wilcoxon Signed Rank Test
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® Case 2: Wilcoxon Signed Rank Test
Recollect:
Alternative hypothesis|  Critical Region Comments
Hy:M > M, o<1 Reject Hy if T~ i“g’i@
H,;M“< M, ST, Reject Hy if T* is too small

HieM+ M, T* <Ta or | Reject Hyif T~ or T*istoo small

Therefore we compute the Statistics as follows:

L)

Now, let us look at what happens when we use Wilcoxon Signed Rank Test, we already know this
thing, this you have already seen that the critical region for alternative M > M,, is going to be that
we reject H, if T~ is too small. So, T~ is the sum of ranks of the negative D;s. Therefore, T~ is
the sum of ranks of all those differences which are negative that means which are less than the

median M, . Therefore, we compute the statistic as follows.
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Mo=4.5
Values | 20 | 25| 75|77 88 | 99 [ 1111 1212 | 14.5 /
Di |-25(-2|+3 [+3:2[+43|+54[+76( +87|+10

J /| “

4| 516]|7|8 ENZ

Rank(|Dil) | (

[©0](0)

Therefore T"=42and T =3

(| CA|
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We have the values given like this, then we are subtracting 4.5 from all of them, therefore, we got
these two are negative, all these are positive, but not only that, we have to look at their ranking in
absolute value terms. So, 2 is the smallest therefore, this is the getting the value 1, 2.5 is the second
smallest it is getting the value 2, 3 third smallest it is getting the value 3 and like that, till this point

we have got 9.

Therefore, T* is equal to sum of ranks of all those ones which are positive and that is there what
is going to be 3 plus 4 plus 5 up to 9 which is coming out to be 42. On the other hand T~ = 3,

because it is the sum of 2 and 1.
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Now we refer to the Wilcoxon Signed Rank Test Table:

2 Two-Tailed Test | One-Tailed Test
L, a=05 a=0l  a=05  a=.0]

5 - - 0o -

6 0 o 2 =
el 2 - 3 0

g ) 0 I

9 s | @ 3

10 8 3 [ s

= 10 5 |13 7
T e 2 ) )
S 17 9 | 21 | 12

14 21 12 25 |18
15| 2 15 3 19

16 | 29 19 | 38 | 23
17| 34 23 | 41 | 27

18 40 27 | 2

19 46 32 53 37

20 | s 3 | 60 | 43
(;) 21 58 2 67 9

Values |20 | 25|75|77| 88|99 [nn|i212)|14.5

D -25| -2 | 3 |+32| +4.3|+54 +76| 487 | +10

Rank(Dif)| 2 | £ [3 (4|5 [6 (7] 8|09

Therefore T'=42and T =3

—

At 5% level the Critical valueis 8 and T =3 <8

Therefore, we look at now, this one-tailed test with 9, and here the critical value is giving out to
be 8 for alpha is equal to 0.05. Our observed value was T~ = 3. Therefore, at 5% level, the critical

value is 8, but T~ is less than that.
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Since observed value of the statistic'l” < the Critical value

We reject Ho al 5% level of Significance

Using Wilcoxon Signed Rank Test

This also shows Lhal

Signed Rank Lest is more powerful than Sign Tesl

o e

()

NPTEL

69

And therefore, what we do we have to reject the H, at 5% level of significance using Wilcoxon
Signed Rank Test. That is why | said that this is a very interesting example, because when we are
using sign test, we are going to accept the null hypothesis at 5% level of significance, but when

we are using signed rank test, we are able to reject that one.

And if we had looked at the data, we found that it is natural intuition is that 4.5 cannot be the

median of that test. Therefore, in that sense, signed rank is more powerful than signed test.
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The formula for normal approximation is as follows.

Forsimplicity let there be n observations. Assume there are no ties.
Then each of the n integer ranks {I 2, n} is equally Ilkely tog goto

T*and T".
Let W, be the Bernoulli variable suggesting X\ goesto " or T, So W,

takes 1 and 0 accordlngly asX; goestoT* and T~ respectively.
LifD; >0

SoW,-:{
0if D <0

Under Hy, D; = X; - M, are symmetrically distributed about zero

(Since X is symmetrically distributed about M Mg)

() “P(W, = l)—P(WI—O)—-r b(W)— - &vm(W,)— 1/4
3 . R =

S0, T* = Z1, W ranAof|D|

Nl
E(T:)_=ZE%)'_r_anof|D,|.=1~§+2~i+~-+uv— 3

nn+1) nn+1)

2 4

!
’2

var(T*) = Zft, lm Lanko[’lD]
=l'~;+?;-;+---n“-;/
1 . n(n+1)(2n+1) _6(n+l)(2n+l)

- 6

)

NPTEL

Normal approximations like the case of sign test, here also we can do normal approximation if the
sample size is somewhat large. So the formula for normal approximation is as follows. So, let us
assume that n observations are there. | assume that there are no ties. Therefore, all the n, D;will

have different ranks and they are going to be 1, 2, 3 up to n.

Now, each of those observation is equally likely to go to either the positive side or the negative
side because it is the median that we are testing. So, with probability half it will be greater than
median and with probability half, it is going to be less than median. So, let us consider the W;

corresponding to each observation.



So, if X; is observation and WW; is something which is a Bernoulli random variable which is giving
us the value if it is going to the positive side or it is going to be a negative side. So, W; = 1if D; >
0 and W; = 0if D; < 0, a typical Bernoulli distribution. So, under H, the median is equal to
actually M, , X; — M, is symmetrically distributed about 0. Since X is symmetrically distributed
about M = M, .

Therefore, P(W; = 1) = P(W; = 0) = %

Therefore, the expected value of W; is equal to 1/2 and variance of W; is equal to 1/4 that we
know from the definition of Bernoulli random variables. Therefore, T* = Y.I-; W; x rank of |D;|,

what it is going to do?

It is going to consider only those which are positive and adding up their ranks. If it is less than the
median, the value of W; = 0. So, therefore, it is not coming to the summation. Therefore E(T*) =
Iy E(W)) * rank of |D;| = 15+ 2%+ +n=«-, because of the linearity of the expectation

which is equal to @

In a similar way, therefore, var(T) = ¥, var(W;) = (rank of |D;|)? because the observations are

independent. Therefore, we are not considering any covariance terms. Therefore, it is 12 « i + 22 %

24 +n? + 2. So, this is coming out to be 212D
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Therefore, for larger values of n (say, n>25)
values of which are not available in Wileoxon
signed rank statistic table,
/T*—n(n+1)/4‘ :
( T 0 be approximated  ~ (0, )

\ yn(n+1)(2n+1)/

by Standard Normal distribution i.e. N(0,1)

Therefore, for a larger values of n say n is greater than 25, values of which are not available in the

Wilcoxon signed rank statistic table, we have to approximate it with the following statistic

Tt-nn+1)/4

Jnm+1)(2n+1)/24'
giving us the standard deviation. Therefore, this whole thing is distributed as standard normal i.e.

N(0,1).

n(n+1)(2n+1)

where n(n + 1)/4 is the mean and is the variance so its square root is

Therefore, for a larger values of n we can convert the statistic to a normal N(0,1) distribution.
And from there by reference to the normal table, we can accept or reject the null hypothesis. Okay
friends, | stop here today. | hope I could make the concept clear about how to apply Sign test and

signed rank test for testing the central location of unknown distribution.

As | said at the beginning that similar tests can be used for paired data, but for that you have to
understand what a paired sample is and what is the significance of a median there and how we can
apply the sign test and signed rank test for the hypothesis with respect to paired sample. Okay
students, in the next class, | shall start with that. Thank you.



