Scientific Computing Using MATLAB
Professor Mani Mehra
Department of Mathematics
Indian Institute of Technology, Delhi/DTU
Lecture - 61
Taylor Series Method for Ordinary Differential Equations

Welcome to the class of Scientific Computing Using MATLAB. I am a second instructor of

this course and you have already seen a lot of topics in numerical analysis, approximation,

So now, I will be teaching you numerical methods for ordinary differential equations. At the

same time, there will be a lot of concepts, which will be used which you have already done in

the previous part of this course.
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Most of the real life applications can't be handled by analytical methods,_That's

why numerical methods pla nt role. Consider the followin
Tl

Numerical method will give us the value of y(x) at certain points xo, x1, - -, X, if
x1 = Xxp+ h, -+, x, = xo + nh, the grid is equally spaced.
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Tasiﬁlr@r series method

So just let me start with a very simple differential equation, which is

\f — 5 —
y = fx,y). y(xo) = y 0. This is first order differential equations and so, most of the
real-life applications cannot be handled by analytical methods; that is what we all know. That

is why numerical methods play an important role.

So first of all, we should understand why differential equations are useful. In fact, I do not
need to explain to you much about it because we already know the application of differential
equations. There are many physical quantities in real-world applications, which we want to

trace.

So with the help of this differential equation also we are looking at the behavior of y with
respect to x. If you look at it as a real-world problem, y is some physical quantity and x is
someone another physical quantity. If you look at it from a mathematical point of view, y and

x are, y is a dependent variable and x is an independent variable.

So in real-world applications, whenever we want to see the behavior of many physical
quantities with respect to some other quantity, which is x here, so, in that case, we model

real-life applications with the set of differential equations.

Of course, all of us know to solve differential equations. We need initial conditions or some
set of conditions. If this is a first order differential equation and only one condition is
prescribed at one point, which is an initial point. If it would have been a second order

differential equations, we need 2 conditions to solve that.



And, if those 2 conditions are prescribed at the one point, that is called initial value problem,
and if those two conditions are prescribed at two different points, they are called boundary

value problems.

So, I have made a clear distinction between initial value problem and boundary value
problem for a second order differential equation. But here just for simplicity, we are
considering the only first order differential equations together with initial condition. That is

why, altogether, this is called initial value problem, initial value problem and in a short form,

it 1s called IVP.

We have seen different variants of a differential equation as well, if f= 0, we call it as a
homogeneous differential equation; if it is non-zero, then we call it as a non-homogeneous
differential equation. And depending on f(x,y), we can also call it a linear or nonlinear

differential equation; that is altogether a different ball game.

But right now, our aim is to solve this initial value problem by numerical method. But, before
going to the domain of a numerical method, we should, first of all, make sure, whether we
can solve this initial value problem analytically or not. We should solve means, whether there

exists a solution, as well as this solution, is unique.

So all of you must have seen the existence and uniqueness theorem for the initial value
problem. So under that theorem, we put some conditions on f, and under those conditions of
f, we guarantee that the solution will exist as well as will be unique. So before going to the
domain of a numerical solution, we should make sure that solution exists as well as solution

1S unique.

After that, we try to solve it numerically. Because if there does not exist a solution and we are
trying to solve it numerically, it is a waste of time. At the same time, if there are infinitely
many solutions and we are trying to solve it. So sometimes, we will get one solution, other

times we will get another solution, and we will be not sure, which is the solution.

So numerical solutions play an important role, once you are sure that this problem has a
solution. So because there are many theorems in numerical analysis as well as functional
analysis. With the help of those theorems, we can predict whether a solution exists and, we
do not know the exact form of a solution, but at least, we can predict whether a solution exists

and the solution is unique also.



So now, we are considering the following initial value problem. So what we do initially, we
discretize, because the initial point is given to us, *0 is an initial point. From X0, we have
to find the solution at X1, which is at . And then, we have to find a solution at X2, which is

again X0 T Zh, and Xn = X +nh

Again, just for simplicity, we are considering that the grid is equally spaced. Means,

Xp —XxXgp=h, x;—x1 =h_and Xn — Xn—1 = I Means that the difference between
each grid point is the same. We can also work for a non-equally spaced grid but that is, we

will see later on. Right now, for simplicity, we are considering an equally spaced grid.

So, to solve this differential equation numerically, what is the first step we should take? This
'
is, YV is a derivative. So we have to approximate this derivative first. We have to

approximate this derivative first. You must have seen a lot of methods to approximate
derivatives earlier in this course, like forward Euler, backward Euler, central difference to

approximate the derivative, etcetera.

(Refer Slide Time: 07:50)

5:08PM Mon 28 Sep OG-

Done 2P
2 TTITT /78 & @@=
Taylor series method

Taylor series is way to express some function as power series. The fundamental
idea behind the Taylor series method is to write Taylor series of y(x) around
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If we retain only first (p + 1) terms then it will be called pth order accurate
method and truncation error will be :

(X s Xo)n\l

p+1!

yPHL(€), Where xp < € < x

So we will be recalling those concepts in due course of time. But before that, let me start with
the Taylor series method, which is a, which one could see as the oldest method to solve an

initial value problem.



So in the Taylor series method, what do we do? We express y(x) with the help of Taylor
series. We write Taylor series of a function y(x) around X0 . We write the Taylor series

around y(x) around point X0 . So if, that is the fundamental idea behind the Taylor series.

If we retain only first initial terms, then it will be called pth order accurate, in not initial term,

if we retain only first p+1 term, then it is called first pth order accurate method and truncation

error will be this. Then it will be called pth order accurate methods, where 5 lies between x
and X0. I am not going into the detail of explaining you, Taylor series because all of you

know Taylor series already.
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Forward Euler's method
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If we want to evaluate y(x) at x = x,;1 then we will write the Taylor series
m aylor series will be — ke
g ev]’\fT
xn) + hy' () =y (xa) o
N

If we retain onjy first two terms, then method is first order accurate and called
Euler's method, Then the scheme will be

_

i1 = Yn + hyh, (Vnet approximate value of y(xn1))
—

=ynt+ h[(Xn-Yn)-

The above equation i ference equation. It approximates the
Differential equation in the sense that the solution of Difference equation is the
app’rpximate solution of the Differential equation.

(%

. h?
M‘Mnocal truncation error — ?y”(ﬁ,,) = O(h?), where xp < &p < Xpy1.
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If we wapt to evaluate y(x) at x = x,;; then we will write the Taylor series
@ aylor series will be ™ — Kew
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Euler's method. Then the scheme will be
i g

1 = Yo + hyh, (Vas1 approximate value of y(x,11))
sikae
¥ + BF (%, Yn)-

The above equation is called the Difference equation. It approximates the
Differential equation in the sense that the solution of Difference equation is the
approximate solution of the Differential equation.

. I
#<ocal truncation error = Ey”({n) = O(h?), where x, < £n < Xpi1-
0

'«“' —_—2-—'
NPTEIGIobal truncation error @;—y"(fn) = O(h).sinc




So let me start with the Forward Euler method, which is a special case of a Taylor series
method. How is it a special case of a Taylor series method? So in forward Euler method,
what we are doing basically if we want to evaluate y(x) at X = Xn+1, then we are writing

the Taylor series around point X», and this Taylor series will be this.

So basically, just if you have seen the previous version of a Taylor series, we have substituted
X = Xn+1 here. So in forward Euler method, we are retaining only initial 2 terms, which
means we want to retain only these 2 terms. If we retain only the first 2 terms, then the

method is called first order accurate.

Why is this method called first order accurate? That I will explain to you in a while and this
is called Euler methods. Then the scheme will be, you know, there is a lot of difference

between going from here to here. Because from here to here, what is the difference you

observe? We have dropped this error term. We have dropped this error term. So J (x n+1 ) is

an exact solution of a differential equation at point X = Xu+1, while Yn+1 is a solution of

this difference equation.

There is a difference between differential equation and difference equation because we obtain
the difference equation after neglecting this error term. So basically, the solution of the

difference equation approximates the solution of a differential equation. That is the whole

idea. So Vn+1 is a solution of a difference equation, while Y {xn+l) is a solution of

differential equations. So that is what [ wanted to say to you.

The above equation is called the difference equation. It approximates the differential equation
in the sense that the solution of the difference equation is the approximate solution of a
differential equation. Here, we have kept only the initial 2 terms, this and this, and we have
neglected this term. After neglecting this term, we come to this step, which is a difference

equation. So that is the whole point behind forward Euler methods.

So what is the local truncation error? Local truncation error will be this. Where &n lies
between Xn to Xn+1. And global truncation error, because we have started from X0 and
we wanted to compute till Xn. So we have accumulated this local truncation error n times.

That is why we are multiplying this global truncation error with that number n.



So nh is again a constant, which you can observe from here. So that is why global truncation

error is O(h ) So basically, always the order of global truncation error will be 1 less than
the order of local truncation error. And method is always known with the order of a global
truncation error, not with the local truncation error. That is why it is called a first order

accurate method.

That is what I said that I will explain to you later, how you define it is a first order accurate
method. Because we define the order of the method as the order of a global truncation error.
So this is called the forward Euler method. Why is it called the forward Euler method?
Because Euler is the name of a scientist, who invented this method. Why is the forward word
coming? Because we are going one step in the forward direction. We have started our things

from X0 and we are computing at X1.

And then, once we know the solution at X1 then we will go to the X2 . So we are moving in
the forward direction; that is why it is called the forward Euler method. I have also explained
to you, how you will define the local truncation error, how you will define the global

truncation error.
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A numerical method is said tocenvergetq the solution y(x) of a given IVP at

x = x* if the Global errof e, m @- x = x* safisfies
er—> 0

as h — 0 or n — oo. It converges at a pth-order rate if e, = O(h?) for some
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Theorem
Euler’s method applied to the IVP

Y() = M(x) + 8(x), 0<x<x,
¥(0) = yo,

where A € C and g is a continuously differentiabl¢ funcfion, converges and the
Gloﬁg\l!error at any x € [0, x,] i£O(h).
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where A € C and g is a continuously differentiabl¢ funcfion, converges and the
Global error at any x € [0, x,] i@(_%
/
Proof uv’:‘i‘}l
A NA 4”(‘} C

>
€n+1 Y(XHH)_@”
— /
Sl er ot
| Mani Mehra_(Indian Institute of Technolosy) | el uiTions 526
[T —— |

Proof (cont.)

Ent1 = €p h[/\y(xn) /\J/n] } Tnkl
o Nhe ot T
[9 = (1 + Ah)e, + Tpta,
NPTEL

Substituting n = 0,1, 2, ... in above equation we find, using ey = 0,

So now, let me give you the formal definition of this. A numerical method is set to converge
to a solution of y(x) of a given initial value problem at some point. If global error is this, how

do you define the global error?

So, global error €n =V (xn) — ¥Yn That is how we define the global error. So basically,

global error, the maximum of global error should tends to 0 as h—0,

It converges at a pth-order rate if we say €n = O(hp). So basically, 'Enl -0 as

h — 0 or B — ©O. It converges at a pth-order rate if €n = O(h") for some p>0.

So this is a more formal definition, how you define the convergence of a numerical method.

So again, we look at this definition and using this definition, we will prove when the Euler
method is applied to the following initial value problem. It converges and the order of
convergence is first order because it converges with the first order. That is what you can see

here.
So basically, the theorem is Euler methods apply to the following initial value problem

YV =2y+80<x <%0, 0) = ¥, where 4 € C and g is a continuously

differentiable function, that is the conditions we are putting converges and global error at any

x from 0 to Xn will be O(h)

So basically, that we have seen earlier also that here, Euler method means forward Euler

method, converges the order of method is first order. That is why global error will be order of



h. So here we will see more formally. Here, we have also taken just for simplicity, we have

taken the specific value of f(x,y), which is Ay + 8. So the proof goes in the following

manner.

We define €n+1 = _}*{IH+1) = Vu+1 = y(xn) + hy’(-xn) + Tn+| = Vun — hiyn,

So here, basically, truncation error Tys plays a role. Truncation error decides the order of
the method that we have already seen. So here, you see, I am expanding this y(x) as a Taylor
series function around point Xn. And I also write what are the difference equations I have

written.

(Refer Slide Time: 18:13)

519 PM Mon 28 Sep =0 69%

2 T TIT /78 ¢ @@=

[ . 2a -K“Ab 4"(‘}“ (‘r{/ﬂ “

ey CA T @ o il .
}:mNcAI mnlhod%llor(OMiZary it uy!é;r _'_y‘ 5/ 361

Proof (cont.)

eni1 = en+ h[Ay(xn) — Ayl + Thia
= e, + Ahe, + Tnbl
= (1+ Ah)e;
Substituting n = 0,1,2. ... in above equation we find, using ey = 0,
EI;\' € Tl.
; e=(1+M)es+ To=(L+ 0Ty + Ty,
ea=(14+M)e+Ts=(1+IPTi+ (L+A0)T+ T3,

NPTEL
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= (1+ Ah)e;
Substituting n = 0,1, 2, ... in above equation we find, using

en=1

e=(1+An)er+ To=(1+Ah)T1 + Ty,

._____—_"_—- P ——

es=(L+M)ex+ Ts=(L+AR)>Ti+ (L +AR)T2 + T3,

which suggests the general formula

=@+ )T A A+ XN) 2+ T,

> @+ anT;

=1
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Proof (cont )

So then, we do some specific calculation, Y (3‘-" ﬂ} — ¥n can be, so this, this end, this term
'

jointly can be written as €n and then I substitute the value of ¥ (Xn }, which is, will be

AY(Xn) And then, I club this term with this.

So again, by rearranging the terms, I get

€pel =€y + h{zly(x,,] - -;{yn) + T;J+] = e, + j.h(?” + T;r+] = (1 + ;ih}{’” + T;:+]

So substituting, this is an iterative procedure because as I told you, we will start from X0 . So
X0 corresponds to n = 0. And then, we will compute X1. So €1 is basically 1. And €0 is

because, in initial conditions, we are not making any approximation, therefore, €0 = U,

e =1+ Ah)e, + T, =(1+ AT, + T3

— 2 y
So in a similar way, we write €3 = (1 + Ah) T] + (] + Ah)TE + TS. And then, we
substitute the value of €2 from the previous steps and we do, we get the following terms.

So basically, if we start doing this in a recursive manner, we get €n in this way which can

also be written this way. So till this point, I hope it should be clear to everyone.

(Refer Slide Time: 20:08)
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Proof (cont.)
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and so, A7) =
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since (n — j)h = xp—j < x, for nh < x, and 0 <:< n.

Using above inequality andfor some constant C we have,

14+ Ah|P < ehtn=D)IAl

n
len] <3 e*ech?
j=1 .
<n [Alxn e M
SingaR, — O(h), hence Euler's meth t a first order rat

Now, we are using some inequalities. One of the inequalities, I will be using

—j h(n—j)| 4 iy A
114 A" < =D = unmildl < il <,
2
So you, and TJ 1s our, we also want to bound this term TJ, which is TJ < Ch . Because
TJ is the truncation error involving in one step, that is what you could see. T1, T2, T3, T4,

“*
these are the, we are bringing truncation error in each step. So that is Ch” for some constant

C.

So when we substitute this here, we substitute the bounds for TJ as well as the bounds of this

inequality here. And this term is Cfl'j, we can take it common; Ch*. And this is again
independent of j. So that is why n and this term has come. So Ch, again we can right Ch and

nh. xn is basically nh, so using the value of this variable, we can formally write this as a C1 h.

So this is a more formal way of proving the convergence because we are seeing, as h—0

and |€n | — U. So since €n is O(h ) Hence Euler method converges with the first order

rate. So in this theorem, just for simplicity, we have chosen a specific value of f(x,y).

You can also work for general f(x,y) but in that case, you have to use some inequalities.
Because here, we are also making one condition that g is a continuously differentiable

function. But you can do for general f(x,y) also, in the similar way.



So finally, we have proved that the forward Euler method converges. That is one thing and
converges with which order. The rate of convergence is the first order rate. The rate of a

convergence is first order or the order of the convergence is first order.

(Refer Slide Time: 23:24)

5:25PM Mon 28 Sep FO67%

Done =,

£ T T T 7278 8 @ =

I UILWaIlu LuUivl O lrivLiivy

If we wapt to evaluate y(x) at x = x,,1 then we will write the Taylor series
aylor series will be
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If we retain onfy first two terms, then method if first order accurate hnd called

Euler's method. Then the scheme will be
i o ey

21 = Yn + hys. (Vo+1 approximate value of y(xp+1))
i
Yn+ hf(xn-)/n)'

The above equation is ifference equation. It approximates the
Differential equation in the sense that the solution of Difference equation is the
approximate solution of the Differential equation.

73 : h?
{Bocal truncation error = 3y"(£n) = O(h?), where x, < &; < Xp41-
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Taylor series is way to express some function as power series. The fundamental
idea behind the Taylor series method is to write Taylor series of y(x) around 3

6) ,(X w0l o)+ 5y -+ E 0 ey 8y

If we retain only first (p + 1) terms then it will be called pth order accurate
method and truncation error will be :

jumerical methods for Ordinary Differential Equations 3/36

NPTEL
Forward Euler's method

So now, in a similar way, you can ask me that I can retain more terms in the Taylor series
method if [ wanted to achieve a high order method, yes. So the answer is yes. I can work out

a second order method, third order method, fourth order method, similar way.
But what will be the disadvantage you feel if I keep adding this way? Because if I am

/
retaining 2 terms, I have to calculate the approximation of Y _If I retain 3 terms, I have to

’
calculate the approximation of }’F .



So in a similar way, which is a very complicated step because for some initial value problem,
even analytically, you cannot compute the derivative very easily. So that is why the Taylor
series method is acceptable to the community who do numerical methods only up to first or
second order. It is not acceptable beyond that because the computation of approximation of

high order derivatives is a tedious task.

So some people also, if we retain 2 terms, this is called TS1 method. If we retain p+1 term,
this is called the pth order method. Because here, we are retaining 2 terms and it is called a
first order method and if we are retaining first p+1 terms, then it is called the pth order

method.

That is what we have seen here also. If we retain p+1 terms, then it is called pth order
methods. But as I told you, it is not very practical to retain more and more terms. I have also

told you the reason.
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Trapezoidal Method

If we retain only first three terms, then method is second order accurate and
called modified Euler's method. Then Taylor series will be

’ h2
y(Xn:l) }’(Xn] e hy (Xn) i 3)///()(11) 1= O(h;)

i

hz ”
Yntl Yn hf(xn-)/n) t 5}41
So if we are retaining first three terms of taylor series we get second order
accuracy but at the same time at each step we need to calclulate the y// which is
again a very costly step. To overcome this problem we will write y,” in terms of y/,
By Taylor series,

o Y (xni1) = ¥ (%) + hy" (xa) + O(H?)
) / ’
‘~ Y1) —y'(xa) |
NPTEL y"(xn) = % + O(h)
hence,
5127 5m Mon 28 50p oo
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Vi) = () + by (xa) + 3y (xa) + O(F).

h?
Ynt1 = Yn+ hf(X:r}/n) 1 ?yll‘l’

So if we are retaining first three terms of taylor series we get second order
accuracy but at the same time at each step we need to calclulate the y// which is
again a very costly step. To overcome this problem we will write y; in terms of y/
By Taylor series, -

Y (1) = ¥/ () + hy" (xa) HO(H)
” | y'(ml) ,V’(Xn) 4
V) = L) =Yl | 5

hence,

-
7
& 12
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That is why, so now, the question is if it is a first order accurate method, how can we achieve

high order methods? So for that reason, I am going to explain to you a Trapezoidal method.
What does this method say? This method says, if we retain only the first 3 terms, the method
is second order accurate and called a modified Euler method. Then the Taylor series will be

this.

So basically, I am saying, if you retain the first 3 terms, it will be called Taylor series method.

First 3 terms of Taylor series, so if we are returning first 3 terms of a Taylor series, we get a

'
second order equation. But at the same time, at each step, we need to calculate the Yr, which

1s again a very costly step. That is what I have already explained to you.



!rtlr . Ir .
So to overcome this problem, what do we do? We write Yn in terms of Yn by Taylor series.

So we are doing some manipulation in the Taylor series. We are, this is the Taylor series of

Y around point Xn . This is the error term, truncation. So if by rearranging the terms, we get

the following.
So you must have already seen these things in the, when you must be doing a numerical

n )
approximation of the derivatives. So now, we are writing Y (Xn) in terms of ¥ (Xn). S0 if

I neglect this term, this will be an approximation..
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So now, I am substituting the value of V' here in the Taylor series. Means, I am substituting
. M . L O(;ﬁ)
this value of ¥ here. And after neglecting the error term which is from here, and

3 3
again this is O ) because h* with h and this will be the O(A”) |

So after neglecting this term we get the following equations. So again, what is this? This is a
difference equation. So in numerical method, basically, we are not solving the differential
equations. In numerical methods, we are solving the difference equation, which is the
solution of the difference equation, and approximate the solution of differential equations.

That is what we have seen earlier also.

3
So the local truncation error of this method will be O(h ) That is what we have already
seen. And global truncation error will be the same way, which I have explained to you earlier.

It will be multiplied with n.

You can also prove it in a more formal way. The way I have done it is a forward Euler

method, but this is easier. So that is why, because I do not need to prove the theorem in each

-
and every case. So this is O(h” )

So the Trapezoidal method is a second order accurate because the order of the method is
governed by the order of the global truncation error. That is what we have already said. So
the above method is called the Trapezoidal method and it is second order accurate.

Trapezoidal method is an implicit method.

So here, there is a point to explain. What do you mean by implicit method or what do you
mean by explicit method? So this implicit and explicit you must have seen, when you were,

what is the meaning of an explicit function and what is the meaning of an implicit function.

So if you keep those distinctions in your mind, I can explain to you what is the meaning of

explicit and implicit method. In the case of a forward Euler, the difference equation which we

/
have used is ¥n+1 = Vn + hYn

So in the left-hand side, there was a term Y+ I, while in the right-hand side, there was no
term involving Yn+1. So that is also the meaning of explicit function when we write y
explicitly as a function of x; while implicit functions are defined in the following way. When

you cannot explicitly write y in terms of x.



So the same thing goes here. Vn+l1, you can write explicitly in the form of a ¥n; while in
the case of a Trapezoidal method, in which I use the following difference equation, Yn+1
term is also involved in the right-hand side. That is why this method is called an implicit

method, contrary to the forward Euler method, which is an explicit method.

So now, you can think of doing some examples or you can think of doing some situations,
where an explicit method is more beneficial or an implicit method is more beneficial. Or
means what is the advantage and disadvantage of explicit and implicit methods. We have, so
far, seen Taylor series methods, which the order of the Taylor series method is defined by

how much term you keep in the Taylor series.

So the forward Euler is a special case of a Taylor series method and it is also called TSI1.
Forward Euler method, we have derived by retaining just the initial 2 terms of the Taylor

series. But the Trapezoidal method, we have not derived just by retaining the initial 3 terms.

We have done some extra because we do not, we want to avoid the approximation of the
second derivative. That is why we have done some extra calculation and that is why this is
not a TS2 method. Trapezoidal is not a TS2 method. We have done something extra and that

is why it is with a different name, which is a Trapezoidal method.

So now, the next question which can come to your mind is, why I have used only, why here I

have kept here 2 terms? Because I also want that the error which I am neglecting in this part,
. — o) e :
means specifically in this part, that should also be . Because if this is order of, if after

A
multiplying, if it would have been O(h”) and after multiplying with W , it would have been

O(h4}. And here, it is D(hg).

4 3
Or means this error can be O(h ) and this is O(h ) or if it would have been O(h ) and

2 3
this would have been order of, sorry, O(h ) and O(h ) We want to retain the same order;
not this, not this. I will explain to you later why not. But right now, I wanted to retain the
same order; that is why we are here, we have retained only 2 terms of the Taylor series, and

after that I will neglect this as an error.

So basically, we have seen Taylor series methods, forward Euler method, and Trapezoidal

method. So all Taylor series methods, you can see they will be explicit methods. Though in



detail, we have seen only one special case of a Taylor series method, which is a forward
Euler method. But if you retain 2 terms, 3 terms, 4 terms without doing any manipulation,

then also it will be an explicit method.
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Advantages and disadvantages of Numerical methods

We shall illustrate advantages and disadvantages of the above numerical methods
by means of examples. 2

Example

Consider the
we will conve Faer equation in to system. et = y,v = y’ then v = u/
This gives tyhe system

v/(x) = x — u(x),
U(x)=v(x), u(0)=a,v(0)=28

If wg__solve above system by forward Euler's method then we have,
7

2 Uny1 = Up + hVn
NPTEL

and
e
5:37 PM Mon 28 Sap = 0 65%m
Done 0
# T T Tv7 0 & 0=

Example

Consider thd

we will conve T=y,v=y then v=1u

This giveg ystem —_—

.
A v(x) = x — u(x)

If we solve above system by forward Euler's method then we have,

Upt1 = Up

—
—_—

and )
V41 Zh h(xn Un) V'n =

with up = a,vo = f3
-

USi e initial value of u and v the above system can be easily solved. Hence
lumerical methods for Ordinary Differential Equations 10 / 36

Now if we solve the system by Trapezoidal method then we obtain, [

So now, let me go to the next slide, which is an advantage and disadvantage of the numerical
method. So here, we will take a few examples. By those examples, you will understand what

is the advantage and disadvantage of explicit and implicit methods.

So in this, now we are considering the following example, which is a second order
differential equation, together with 2 conditions. Both the conditions are prescribed at one
point 0, and that is why it is called the initial value problem. The abbreviation, which we have

used for the initial value problem is IVP.

We will convert this second order equation to a system, that we all know how we can convert

high order differential equations into a system of differential equations, first order differential



_ R .
equations. So 1 substitute this, ¥ = V.U =¥  Then this solves the system. So

r )
v =x—uu =0v,u0)=a,00)=PF 5o if we solve the above system by

forward Euler methods, what will be the difference equation of a forward Euler method we
have  seen? Upt] = Uy + hUy  and  Uptl = Uy + h(x, — uy) with

up = a, vy = f Using the initial value of u and v in the above system can be easily

solved, which we all can understand.
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and )
S Vn -

Vat1 = Va 4 h(xp — up)

with up = a, vo = 3

using the initial value of u and v the above system can be easily solved. Hence
jumerical methods for Ordinary Differential Equations 10/°

Now if we solve the system by Trapezoidal method then we obtain,
h u..‘ RS n-(‘ @
Upy1 = Up + E(Vn = Vn}l)
e E
and

~h
Va4l = Vo T §(X,,¢1+X,,7 Upia *Un)-

Here to find the u,;1 we need the value of v,1 hence we need to solve the
algebraic system which is again a very costly step(as ther could be n number of
eql{ﬂaki s with large value of n). Hence its better to use forward Euler metod to
solve s¥stem of ODE.

NPTE
4
6§:42 PM  Mon 28 Sep * D6a%m
Done <
4 T T T 78 & 0 =

v —_—

7 N
and

h
Vatl = Vo + §(xn+1 = e =L

Here to find the u,;1 we need the value of v,;1 hence we need to solve the
algebraic system which is again a very costly step(as ther could be n number of
equations with large value of n). Hence its better to use forward Euler metod to
solve system of ODE.

Example }Q
2
9%

Consider the following Linea

If we use forward Euler me

- ot1 = ¥+ W(1 = 25)y)
Usih‘é}\e initial value yp we can solve the difference equation and we will get first

%Jumﬂcﬂ methods for Ordinary Differential Equations 11/ 36

Hence, now, if we solve the system by the Trapezoidal method. So this is the idea I have
given you, how you can solve a system of differential equations using the forward Euler

method. And now, let me come to the Trapezoidal method.



Upy] = Uy + E(Uﬂ + Upy1)

. . Ups] = Up + = (Xpg1 + Xy — Upy) — Uy)
So in the Trapezoidal method, 2
So here, to find the value of “rH-l, we need the value of U n+1, that is what you can see
from here. Hence, we have to solve the algebraic system, which is again a very costly step as
there could be a n number of equations with large values of n. Hence, it is better to use the

forward Euler method to solve the system of ODE.

If for a system of ODE, n is very large or you can say, here we have a start, why we have
ended with a 2 by 2 algebraic system because we started with second order differential
equations. If there are, the order is more, the order of this system will also be more. That you

must have seen in some theoretical course of differential equations.

So, solving an algebraic system of high order is a costly step. That all of us know and you
must have also observed in the earlier part of this course that solving Ax = b is a costly step
once the order of A is large. 2 by 2 system is anyway, you can solve it by hand also but we
are developing numerical methods, not for 2 by 2 cases. This is just for simplicity, we are

taking this problem but our motivation is for a general and complicated case.

So if you look at this example and you solve it by forward Euler and you solve it by
Trapezoidal method. So the first difference, which I can observe between forward Euler and
Trapezoidal method is, forward Euler is a first order accurate method, while Trapezoidal

method is a second order accurate.

So of course, using Trapezoidal, I am getting more accuracy, that is one thing. But at the
same time, I am involving one extra step which is costly, so means, computation is more. So
if you ask me, in terms of computational efficiency, forward Euler is more simpler; the

computational efficiency is more because you are not solving an algebraic system.

But in case of a Trapezoidal method, to solve a system of differential equations, you have to
solve an algebraic system. So that is the one difference you could observe between explicit
and implicit methods in general. So you can say, Forward Euler is a one category of an

explicit method. Similar thing, Trapezoidal method is also a category of implicit methods.



Now, let me consider another example where we are considering the following initial value
problem and with the following initial conditions. So this time, this is a first order, if we use
the forward Euler method to solve, the difference equation will be this. And so, y0 is given to
me and then I can compute yl; then from yl, I can compute y2. So we can solve the

difference equation and we get the first order accuracy.
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Now if we find the approximate solution by Trapezoidal method then,

h
Yn+1 Yn 4 5[(1 2 2Xn))’n e (1 - 2Xn-01)}’n+1]

h h
(1 5(1 2Xpy 1)) Yn+1 =Yn 5(1 2Xn)yn

Again using the initial value yo one can solve the above difference equation to find
the approximate solution of differential equation and the method will be second
order accurate. Due to higher accuracy Trapezoidal method gives better
approximation than the forward Euler's method in case of linear IVP.

A y

f
neitso far, we cannot say whether the implicit or the explicit method will give
the better approximation. It depends on the problem.

And similar things, if we approximate it with the Trapezoidal method, we use the following
difference equations. And so, for a linear problem, we are not taking any extra step. So for a
linear problem, as well as this is just a first order. So again, using the initial values, we can
solve the above difference equation to find the approximate solution of a differential equation

and the method will be second order accurate.

Due to higher accuracy, the Trapezoidal method will give a better approximation than the
forward Euler. That is what we have expected in case of a linear IVP. Hence, so far, we

cannot say whether the implicit or the explicit method will give the better approximations.

Because in one case, of course, I am saying the Trapezoidal method will give the better
approximation because it is a high order method. But if I compare implicit and explicit
methods of the same order, then which one will give you a better approximation that you

cannot say because both are under same order accurate methods.



In that case, depending on the problem you have to choose or depending on the means, how
much computational efficiency you want from the problem. So that, later on, I will take one

example of a nonlinear problem also and I will explain to you how it works?
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Adams Bashforth Method

If we want to evaluate y(x) at x = x,4+1 then we will write the Taylor series
around x,, Taylor series will be

}’(xrv‘l) Y(X”) "hy,(x") Fg"

If we retain first three terms with some modification as follows

y’(x,,) = y'(x,, 1)

¥ (xn) = i

+ O(h?).
Then the scheme will be
~
{3 h
9 Ynt1 = Yn hy,’, |' 5()’{1 'Y:lu ])
NPTEL h
Yoi1 = ¥n + (3% — Yo 1)-
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y”(xn) (9]

hence,

%
[ Voni v (nan e of Tecmoop) RO IRRT

h’
F . -
{* ocal truncation error — Eyﬂl({n) - < Xp1-

NPTEL .
Global truncation error
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around x,, laylor series will be

y(XN-l) ,V(Xn) t hy'(x,,) ’ @

If we retain first three terms with some modification as follows

v 1 YO0 = Y0a1) g, D
W= r HO(h?). T
Then the scheme will be I\ -

h
Yn+1 = Yn + hy, |'§(y:, ~ Voea ) A2 N e

n<=)

o, ;
Yni1 = Yn 5(3,\/” Yn-1): v
e LYY -3‘:)
9a= ““‘«:( '

It is an two step explicit scheme of order 2.

jumerical mathods for Ordinary Differential Equations 13/ 36

lennlis i+

So now, let me start with the Adam Bashforth method. What is Adam Bashforth? Again,
Adams is also the name of the scientist, Adam Bashforth. So they are basically, under this

category, we learn how to develop high order explicit methods.

Because so far, we have seen the forward Euler method, which was a first order but how to
develop high order methods, but explicits. Because the Trapezoidal Method was implicit. So
again, of course, if we retain these terms as such this will be called the Taylor series method

of second order.

If we do some modifications here, that is what we have seen in the Trapezoidal method. We

develop the Trapezoidal method. If we retained, first 3 with some other modifications like
"‘jI 1‘! . .
this, ¥ (Xn ), I am writing Y (xn) in the following way.

So this again, you, that getting this step is not very tedious. The same way, like you have

done earlier, you can write a difference equation and you can get it like you have done here.
2
So then, the scheme will be, so I am retaining this O(h ) So again, why I am retaining

-
O(h~) , that should be clear to you.

I want the approximation of this term, the whole term. The error which I neglected from this
term and the error which the order should remain the same. It should not be different. Why

should it not be different? That is what I will explain to you later. So with this



h
Yl = Y + hy;r + E(y:i! - y:,_])

after simplification we will get
h '
Yo+l = Yn + E(Syir - yn—l)

So it is a 2 step. So again, you will call it an explicit method or implicit method? In my
opinion, it is again an explicit method because the left-hand side contains Yn+1, while the
right-hand side does not contain any terms, which involves Yn+1. So it is again an explicit

method.

But here, what is the cost I am paying to achieve high order explicit method? That it is a
two-step explicit scheme of order 2. What is the meaning of 2-step? Like if I am going from
y0 to yl in a one, this is called a single step, one step method. But here, to compute at the

value of y2, I need the value of y naught as well as I need the value of y1.

Because if I substitute n is equal to 1 here, so this will be y2 y1 plus h by 2 3 y1 dash minus
y0 dash. So basically, to compute the value at the following grid, so this is at x naught

corresponds to x1 corresponds to x2. So to compute y2, I need from this, I need from this.

So that is why it is called a two-step method, while forward Euler method was a one-step
method. I need previous values only one step previous. In this case, [ need two-step previous
values. So, that is why it is a two-step explicit scheme of order 2. So now, this is an Adam
Bashforth method, which is a general method to derive high order accurate explicit methods

category.
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If we want to evaluate y(x) at x = x, then we will write the Taylor series around

Xnt1 o = A A

Y(X/Hl h) Y(XIHI)

i

hy’(Xm 1) t

If we retain only first two terms, then method is first order accurate and called
backward Euler's method. If we retain first three Terms modification as

follows U ,\,\‘ijﬂ — ___3“

)‘\ " = y’(xn{l) Ay,(xn) 9. yA -
'-3.,\7; Molbteen) = =7 —— + Q). ‘m‘,u-“" y
Théa ghe scheme will be b*“’a U:*WJ ]

1 %8
b

NPTEL

h
Vo =\ b ivis — — (vl — Vi)
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Xnt1, > = An ,.tT‘"'

¥(xat1 — h) = y(xn11) = By’ (%n11)

If we retain only first two terms, then method is first order accurate and called
backward Euler's method. If we retain first threeTer modification as

follows \L& ’\,\‘}V\l\ =
In= Loau ¥ (n1) =

Then the scheme will be

h -
Ynt1 = Yo+ hypi — 5(}’:’1“ — ¥n) Euh/
‘ded

T ’ A
yoi1 = Yot 50+ van) o T”‘M/b,mdrw"’

9
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h ° A
Vo1 = Yo+ hyn + 5 (v — ¥o-1) "-': <\ 9
:,yn+g(3yé—yé 1) s
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Implicit ( Adawms (owthen rednod)

If we want to evaluate y(x) at x = x, then we will write the Taylor series around
Xno},r" A = A r-i

Y(%at1 — h) = y(xn41) = By (xa41)

et o = S Rl e e L AT S

Similarly, how to derive high order accurate methods but implicit? This time, I am saying
implicit, which will become under the category of an Adams Moulton method. So if you, so

here, again we will be playing with the Taylor series.

So here, I am writing the Taylor series in the following way. If you want to evaluate y(x) at

Xn+1, so basically, xn is Xn+1 — N That is what we are doing. So here also, means Taylor
series is written in the following way. If we retain only first 2 terms, again so if [ am retaining
first 2 terms, this term will be neglected; not this term exactly, the remaining terms will be

neglected.

So the local truncation error will be order of h square and global truncation error will be order
h. That is why, here itself I am writing this method is called first order accurate and called
backward Euler methods because the order of a local truncation error will be 2, and that is
why, again with the same calculations which we were doing in case of a Trapezoidal as well
as in case of a forward Euler, the global truncation, the order of global truncation error will

be order of h. That is why it is called the first order accurate method, backward Euler.

But why this time backward, that is what I will explain. So if, so here, the difference equation
. . V= Vgl — hY . .
in case of a backward Euler will become, this is " et n+l. So basically, it

) _ '
means ¥l = Vn +hy n+1. So why is it an implicit method? Because the term which is
involved in the left-hand side is also involved in the right-hand side. That is why this is called

the implicit backward Euler method. Okay, clear to everyone?



So in a similar way, with some modifications, again I can say how to develop high order
implicit methods. How to develop high order implicit methods, and those methods will come
under the category of Adams Moulton methods. Like in the previous case, we have seen how
to develop high order accurate explicit methods. They come under the category of Adam

Bashforth methods.

So basically, the whole idea is Adam Bashforth methods can be of different order, as well as
Adams Moulton method can also be of different order, depending what type of calculations
you do, what is the desired order you do. So now. if now I will, I wanted to retain 3 terms.

That is the only idea with some modifications.

So I am writing, y dash in the following way. I will use the following approximation for the
derivative. After substituting this value here, I get this which is basically the same difference

equation which we have seen in case of a Trapezoidal method.

So and, so here, let me stop in this lecture here itself. In the next lecture, geometrically also I
will explain to you why this is called the Trapezoidal method. So in a nutshell, in today's
lecture, we have seen Taylor series methods, Adam Bashforth methods, Adams Moulton

methods.

But we have seen only a few first order as well as second order Adam Bashforth formulas;
some people also call it as a formula, as well as in Adam Moulton's case also, we have seen
first order method, we have seen second order method. First order is backward Euler, second

order this Trapezoidal.

In the case of Adam Bashforth methods, first ordered his forward Euler and second order is
not, I am not specifying it with some special name and the difference equation of a second
order method is this, which you can observe from here. So here also, if I compare the
Trapezoidal method with the second order Adam Bashforth formula, the only difference is a

two-step, this is a one-step.

So later on, I will also explain to you what is the advantage and disadvantage of one-step,
two-step methods; like at least so far, I have shown you one disadvantage of implicit method
over explicit methods in case of a system of differential equations. If you are solving just one
first order linear differential equation together with initial value, then it is not a disadvantage
but in case of a system of differential equation which you get when you solve second order

differential equations together with initial conditions, in that case, it is a disadvantage.



So with these things, I am closing now. Thank you very much for your attention.



