Scientific Computing Using Matlab
Professor Vivek Aggarwal
Department of Mathematics
Indian Institute of Technology, Delhi
Lecture 33
Matlab Code for Power Method/ Shifted Inverse Power Method

Hello viewers welcome back to the course on Scientific Computing using Matlab. So,
today we will try to make some Matlab code based on the Power method and shifted
power method to find out the Eigenvalues of the given matrix. So, in the previous lecture,

we have discussed the Gershgorin theorem and the bounds for the Eigenvalue.
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So, in the previous lecture we have discussed that. So, now we used based on this one we
will try to find the, so let us do one more example based on this one that estimates
Eigenvalues of the matrix 1, 2, -1 and 1, 1, 1 and this is 1, 3, -1. So, in this case we have
taken this matrix. Now from here I want to find all the estimated Eigenvalues of the

matrix, so I can do this one using the Gershgorin theorem so that is my solution.

Now, if I take lambda less than infinity and lambda norm 1, so from here I can write my
lambda will be less than equal to infinity means the row sum, the maximum row sum, so
2 plus 3 plus 4 and this is 3 and this is 5, so from here it is coming 5 and this is my
column sum, maximum columns sum it is 3, 6, 3, so it will be 6 so this is my first bounds

on the Eigenvalues. So, it is case one.
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Now if I take case two, so that is it will be A — lless than equal to the sum of the
remaining elements. So, 2+1, 3 M - 1| <2 and M + 1| < 4. So, that is the

bounds on the Eigenvalues, so this is coming from the Gershgorin theorem this is also

coming from the Gershgorin theorem and this is also we have seen that this is equal to the

norm of the matrix.

And this is a case number three, I am taking the column sum, so from here I can write

that my M - 1| < 2, H - 1I <5 and M"‘ 1| < 2fromthelastcolumn. So,

this is my third bound.
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Now, from here, so from 1, 2 and 3 we can take the intersection of all the bounds, of all
the given bounds and that will apply the bounds on the Eigenvalues of the matrix. So,

based on this one we are able to find the bounds on the Eigenvalues of the matrix A. So,
if I take the intersection of A so from here we will get that our A€ [_41 4] so that is

my intersection of that given all these bounds.

Because first it will give me lambda from -5 to 5, then -6 to 6, so from here I will get all

the bounds on this one and based on this one I will take the intersection on the left and



the right so that gives me this. So, that is the bounds of the Eigenvalues. So, all
Eigenvalues of this matrix lie from -4 to 4 and we will verify this one with the codes of

the power method and other methods.

So, now we will move to, so we will go for the Matlab codes now of power method and

shifted power method, shifted inverse power method. So, let us do the, go to the Matlab.
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So, let us start with the Matlab code, so if you see this, this is the Matlab code, I have
made then this is, I call it the Power 1, so this is the name of the function, so it is the
powerl and if I see the arguments of this one so A matrix I will pass to this X0 is the
initial solution or initial Eigenvectors I had pass and this is the tolerance I had to pass and
from this routine, subroutine from this function I will get the value of lambda so that is
the Eigenvalue, the dominant Eigenvalue and V is that corresponding dominant

Eigenvector.

So, what I will do, so let us do this and so I have written here that what is the meaning of

these input values and what did output value. Now, let us take A = 0 here and then I
will start with the iteration, so I am starting with 0 and the errorl I had taken just to start

the process.



Now, I will display the initial guess is this X, X0/d = X0 if you will see that X0 T am

passing to this function, so this will be saved in the Xold and here I am finding the

n=I engt h(xo ), so this one I can maybe I can write at the top, so that will give me
the what is the dimension of the length of this vector, so that is n because this is the n

cross n matrix, so that n, this A will be n cross n.

Now, if I go to the while loop so it will give me while error is greater than tolerance, so I
to show you that what is tolerance I will pass from here and the iteration is less than 100,

I do not want to do the iteration more than 100 in this case so I will go, if this both are

true then it will go inside and I will find A * xold, so A * xold =Y .

So, that is the Y naught I will get so I call it Y and now what I do is, I want to normalize
the vector Y so from here I can, what I do? I take the absolute Y and then I take the
maximum values because I have to choose them, the maximum value in magnitude, so
that is why first I applied the abs that is the absolute value of Y and then I am taking the

maximum and calling it C.

Now, what I do is that, I find the difference between the lambda, that the Eigenvalue I am
going to find minus the C, so lambda I have already started from here, so I am finding the
lambda and whatever the C I am getting and I am finding the difference, absolute

difference between this two, so that I call it de, the difference in Eigen value.

Y =—

Now, what do I do? I normalized this vectors, so C so I will take the ¢ common
from this Y so this is Y by C, so now my Y is normalized and in the lecture we have

shown this one with the X1, so this X1 is basically Y over C1, so this is C1.

Now, from here I will take the norm of Xold so whatever the Eigenvector we are getting
from the previous iteration and this is Eigenvector from this iteration, I will find the
norm, [ will take norm from there, so that will call it dv. Now, I showed you that I will

find the maximum of these two errors, so de and dv and that is my error.



So, I want that this error should be always whenever it is greater than tolerance. This
program will continue otherwise it will stop and it will give me the results. So, from here
so after doing this one I will find, I will give the Y to Xold, lambda will be C iteration is
incriminated by one, now in the same as in the previous I will show that how this

happens, how the accuracy or happens when we move with the iterations or in this case,

if I have taken for only two Eigen, two matrices for H = 3andn =4,

So, when H = 3 Tam printing on the screen at the iterations, what are the iterations
number X component, Y component, Z component and this is the Lambda, that Eigen
value and this is the error. So, I am writing this one in this order and similarly for

n=4T1am finding this order.

So, both the orders we are giving for n is equal to 3 and 4, so once it is keep doing here,
then what I will do after once my error becomes less than tolerance or in other case our

iteration becomes more than 100. So, this will be false, so I will not move into the while

loop and that will be the result, final result ¥ = Xold .

So, X old will move to the V, this will go as the output and lambda, whatever the lambda
I am getting that will be our output. So, in this case I will input A, Xo, tolerance and 1
will get lambda and V, so this is we save as the name powerl because I cannot use the
power because if you see in the Matlab there is an inbuilt function that is power. So, we
cannot use, give the same name as the inbuilt function, so I have given this powerl, you

can write it power method M, power2 or whatever you want to give.
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So now, I want run this code, so for this one so input file I have to make, so I have
written input file here. So, let us make it this comment and make this uncomment. Let us
do this one. Now, this is the input file, so I will use this file name as Eigenvalue dot m.
Now, this is clear all, CLC now defines the matrix, what are the matrices we have done in
the lectures that are 0,11, -5, -2, 17, -7, -4, 26, -10. So, that the same Eigenvalues we have

taken, now what I do? I will apply this matrix, this is my initial approximation.

So, I am finding the initial approximation of the Eigenvectors, I started with the 1,1,1, so

in this case you can see that the largest value is 1. So, it is a normalized form, no

1
—x 1073

problem, the tolerance I am giving you ]0_5, so that is my tolerance 2 , this
is my tolerance, now I will call the method power 1 by applying this and then I will

display the dominant Eigenvalues of the matrix and the corresponding Eigenvector.



(Refer Slide Time: 13:28)

- s s

Lt o L (nd s & L e pLavnus (it [l man & @ {1 Commurity
L2 Openvarab = Runand T, (4 sarah 7
New New Opn | Conpwe Inpont i smaline Layout AdiOns balp ) Raquast Support
st v v Oata Worespice ) CharWorkspice + | J ClorConmunds v Lbary  +  [[fruamie v .
m ARt st s o wianas
@ # (353 09/ ¢ Users + manl b Disktop b NPTEL Matlab_Code ML
Cutrent Folder OOl Cornand Wirdow Bl Workspice ®
B tares [
£ backsub.m 1 LA
] bisection.m Hans
# egenvalues.m AC dtrel, x_{tra0.500000, y_itre.666667, z_itr=1.000000, lanbda=12.000000, error=12.000000 | | g
| pedned A dtrs2, x dtred, 437509, Y 009, 7 00, lambdass, 333333, errors6. 666667 | |1nhi
\ figurelaps At dtred, x_itrs0, 416667, y_it, 000000, Lonbda=4,500000, error=0.833333 tol £ 00006-05
) figuelfig itrad, x_itrs0. 407095, y 00, \ambdasd. 222222, errorsd.277178 Hvi D400005000,1]
fistm 000000, lanbda=4,105263, er fxo w1
7 fiedptan 000000, lanbdasd. 051262, er
£ Gusstm
) Jicobl.m

% Lcture_Positive_Defnie.pdf
) LnearSystemm

=1.000000, lombda=d. 006210, er
600078, 2_11r=1.000000, Lanbdas4. 003130, erros
00;

7 Wdecomm
) mainl.m
TH matlab.pdf
i matlabsymma A dtrald, x_itr0.400007, y_itrs0.600005, 7 itrs1.000000, Losbil
% mathbsympdt A% ALre15, X_AUre0,400004, y_itr=0,600002, 2_itr=1,000000, Lanbe
4. Mapidutora pdt AT Atra16, x_Atre0. 400002, y_itra0. 600001, 7_itre1,000000, Lasbdaed.000049, errors0.000040
£ Newionm The dondnant eigen values of the Matrix A and corres, doninant e, vector
) Newion_systemm
] powrlm lanbdal =
# powerl m-
1) regulam a0 |
£ Seidel.m
+ SGNFLM_S001 5001 TO17mpd
) Sinvpowerm =
Hustm
1] st Newton_system.m 0.4000
£ testNewton_system.m- 0.6000
T8 tutorals.pdf- 1.0000
> eig(h)
ans =

1,000

2,000

4.0000

fys>

Detll a

L 82 ) el & L e | gl i | 3 A @ @) pymmmy
Ly Opentaribl = hunund T (J5upah 7
Now New Opn | Compue Inpon Sl Laput AddOns bl st suppont
St v v Dita Worspice ) ClarWorkspice =) Clar Communds + Ubary = [[ pral + - v
i Vi o e Dvkonwint wicnas |
% (353 [/ » Usars » mani » Desktop » NFTEL Matab_Code B
Current Folder Ol Command Wirdow B Workspace ®
W tares Nane &
7 backsub.m £
bisection.n vis Hu
4 egenvalues.;m i)
# egenvalues. i~ 0.4000 el
4 figureleps 0,600 Litol 5.00000-05
:melﬂg 1.0000 vt 3400050001
fistm £xo
1] fixedptm » vig(h)
£ GaussEam
] Jacobi.m ans =
T4 Lecture_Positve_Definie.pdf
] Uneusystemm 1.0000
1) Wdecomm 20000
] mainl.n 4.0000
1K mathb.pdf
) matabsymmn B
% matlabsym pdf
T8 Mupad_tutoria pif 8
| Newionm
] Newtonsystem.m L5000 -2.5000 10000
7] powsrlm 10000 -25000 1,250
“ powerlm- 2,000 -5.5000  2.7500
1 reguiam
£ seidel.m > hob
o SCNFLM_S001_5001.TO17.mpd
1) Sinvpowerm ans =
Htestim
7 st Newton_systemm 1000 0,000
£ test Newton_system.m- ] 0,000
% ttorals.pdf 0 Lo
> eliglh)
ans »
1.0000
: 05900
~ o.2500
NPTEL
A >>
Detal ~

So, let us run this one, so this is the solution I am getting, so I started with the initial
guess. 1,1, now at the iteration 1 my X component was 0.5, 0.6, 0.1 or 1 and the lambda
was 12 that we have already done with pen and paper. So, the error was 12 so next
iteration it goes to 0.4, 0.6 and 1 and I will take the lambda outside, so another lambda is
coming 5.33, so this is what we also have taken in the previous lecture. So, from here my
error goes this and after that if we keep running this code, then after 16 iteration you will

see that my X component is 0.4, my Y component is 0.6, Z component is 1 and the

lambda is 4.0049 and this error is giving me this value.



So, you can see that even after you can see from here after the 10th iteration you are
getting, you are going convergent to your Eigenvalue and that is going to be 4 and that is
the corresponding Eigenvector. So, in this case it will get the Eigenvalue that is lambda
so that is 4 and this is the corresponding Eigenvector that is 0.4.6 and 1. So, this is my

now dominant Eigenvalue.

Now, [ want to see what is the Eigenvalue of the given matrix? So, this Eigenvalue I want
to find, so from here that you can see that I have the Eigenvalue 1, 2 and 4 so from the
power method I am able to find the Eigen value that is 4. So, in this case we are able to

do this one. Now what do I want to do?
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Now, I am able to find the dominant Eigenvalue, so what I want to do? Now, I want to
take the inverse of the matrix, so let us take the inverse of the matrix B, so inverse of the
matrix A that we call it B. Now what will be the Eigenvalue of B? So, Eigenvalue of B

will be, just let us check this one.

So, be it this one, my B is this one, so that is my inverse of A and this one I can check
from by multiplying A and B so this is giving the identity matrix. Now if I want to find
what is the Eigenvalue of B so that you can see one, earlier Eigenvalues were 1, 2 and 4.
So its value is 1, 1 by 2 that is 0.5 and 1 by 4 is 0.25. So now, if [ want to find, if I apply
the power method to this matrix B, then I should get the value 1. So, let us check whether

we are getting the value one or not in this case.
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So, let us take this one. Now what I do is, [ will just ignore this one and I will try to apply
this one. Now, I will call again but now I want to find the Eigenvalue of B so let us try to
find out. So, after doing this one now from here you can see that initial guess I have taken

the same one, so for B I am getting the value so that is 0.5 I am getting instead of getting.

Instead of getting the value 1 I am getting 0.5 and the corresponding Eigenvector we are
getting is this one. So now in this case, what is happening? That it is taking a dominant
Eigenvalue is 0.5 not 1 instead of, but why is this happening? So, this is happening
because the difference between the Eigenvalues is very small here, you can see that the
difference is 0.5, 1 to 0.5 and it is 0.25 so in this case the error may happen that it started
with the given matrix, so if I take the matrix B so this in my matrix. So, in this case [ am
getting the Eigenvalue close to 0.5, so this is the wrong thing we are getting from this

method, in the case of inverse.

So, let us try to resolve this one using the help of a shifted inverse power method. So, let
us see what will happen in that case, the shifted inverse power method. So let us, now |
want to also discuss letting us do the same thing for the other equation, another matrix, so

I want to define this for the other matrix.
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So, let us take the another matrix now, I m taking the same matrix which I have discussed
in the example, as example in the lecture, so let us take A isequalto 1,2,-1,1,1,1,1, 3,
-1, so that is the matrix we are getting. 1, 2, -1, 1, 1, 1 and 1, 3, -1 so let us run this one,
keeping the same everything other than that so let us see that what is, so in this case
initial guess is 1 and after doing this one you can see from here, the Eigen value in this

case is 2.6180 so this is Eigenvalue we are getting and this is a corresponding



Eigenvector 1, 0 and I want to find the Eigenvalue of A so that is 0.3, 2.6 -2 so we are

getting the largest one, that is this one.
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Now, it will come, so let us check, so initial guess is this, the given matrix is this and I
am getting 2.66 so that was my corresponding Eigenvector. Now, if I want to find the
inverse of the given matrix so finding the inverse I am again getting the value 2.6180 and
this is my corresponding Eigenvector, if I want to see Eigenvalues of A, so this is
corresponding 2.6 and then if I want to find what is my B, B is this one and Eigen value

of capital B, this one.

So, can see from here that the Eigenvalue of B is same, the largest is same so it is 2.61, it
is 2.61, 0.3820 3820 and the last two Eigenvalues are the same but the last one is in this
case is 2 and in this case is 0.5, 1 by 2 so 0.5. So, in this case it is giving me the exact
value, this is the value, Eigenvalue we are getting maximum so that is 2.6 in A also and

2.6 in B also, so it is giving me a good result.

So, from here you can see that why it is giving good result in this case maybe it happened
that the difference between the Eigenvalue is quite large, so it is easily to determined that
which is the dominant Eigenvalue so here in this case, we are getting the dominant

Eigenvalue for A and A inverse.

But the problem is coming in this case is that it is okay with the A matrix, so the A matrix
if you see, the dominant Eigenvalue is this and I am getting and in the B the dominant

Eigenvalue is again 2.6180 and we are getting so that means if I take the least



Eigenvalue, so least Eigenvalue is this one 0.3820 so from here you will see that if I do 1
by 0.3820 so it is 2.617 so from here you can see that it is 2.6180 and this is 216.6178 so
I am getting the value here, it is 2.6180 so that is why in this case whatever the least
Eigenvalue was there for matrix A that become the dominant Eigenvalue for A inverse

and were able to find that vale also.

So, from here you can say that if I take 1 over 2.6178 so it should be this one 0.328. So,
in this case we are giving good results for the matrix A and A inverse. So, from the help
of power method we are able to find Eigenvalues that this 0.3820 and 2.6180 so this two
Eigenvalue we are able to find, the third Eigenvalue is lying between so this two, this

Eigenvalue we are unable to find using the power method.
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So, let us try to find this one using the in shifted inverse method. So, that is the code I
have made for using the, so this is the code for S in power, so that is the shifted inverse
power and in this case, also I am giving the input A X0 and alpha so this alpha we have
to give that is the shift in A and that is the given tolerance, so while other things are the

same in this case, I will get the output as the lambda and V.

So, let us start with this one n is equal to length, now I defined the matrix

A=A- a.’pha *ey E(H) so we can write in this case as eye(n) so let us write
this method CLC clear all. Now, if I write eye(3) so I will get an identity matrix, 3 by 3

identity matrix so this is what we have written there.
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So, we got A minus alpha I, so that is my matrix and I call it again the A and lambda
started with 0 iteration O error 1 display and then Xold. So, this is the same as a different
one. Then we go inside while the error is greater than tolerance and iteration less than
100. So now, whatever doing this we are finding the solution using this. So, A back slash

X old so, what is the meaning of this A back slash X old?

So whenever we write A backslash it means this is equals to A~ % Xold because I
wanted to find the inverse of this A minus alpha i into Xold so this I have taken as put, so

this all values we have taken as A now I am putting the A backslash Xold that is same as

A~ % Xold , so from here I am finding the value of Y0.

Now, everything is same, I will normalize the Y with the finding the value c, then I am

Y
Y=—

finding the difference of this ¢ and this is C so here I am dividing by c so I have
normalized, then I am finding the error in the Eigenvector so then I find the maximum
error, maximum error in both the cases. So, Y, Xold=Y , lambda=c and this iteration

will be increased and the same thing we are doing.



So, after the while loop is over then I will apply the lambda and you know that the

lambda was equal to alpha plus 1 by c¢ so that we have already seen from the previous

1
A=—+a

lecture that my C because ¢ will go to the lambda here. So, ¢ and lambda are
the same, so I can write there the lambda, updated value of lambda that is alpha plus 1 by
c. So that is the value we are getting and then my X old will go to V and this will be
giving you output. So, I am able to find this value. The only thing is that I have to choose

what is in my alpha.
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So, let us run this code. So, let us start this one. Now, I know that I will take the first this
matrix, so this matrix, if you remember, then I was able to get the maximum value 2.6
and the minimum value 0.3 only in between there was -2.0 value so that I want to find, so

let us, I want to find that one using the shifted.

So, this is the value I am getting and this is the Eigenvalue I am getting, matrix A and all

this I will comment. Now, I have this matrix Xo is there, tolerance is there, alpha now I
want to find close to 2, so in this case I can take this as 1.8, so let us see what will happen

and with the negative sign -1.8.
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So, let us see what will happen in this case, undefined function variable B, so I have to,
where is B? This is a B, this A, not B I mean, now let us see from here, I started with 1,1
and then after 100 iteration we are able to get our lambda is equal to minus 1.6 and this is
the corresponding Eigenvalue and I want to find Eigenvalue of A so that is this value
0.3820 to 2.6 and so from here because I have stopped here after 100 iteration so let us

try to increase the number of iterations in this case.

So let us make it maybe 200. So, after 200 iterations I am getting this, so I have to go
much closer, it means that I have to go much closer to this one, maybe I will find 1.9, 2
let us take this one. Try to run this one so in this case, it is not giving the convergence
after even 200 iterations so maybe it will happen that it will give me the solution after

more than 200 iterations.

So, let us change the matrix maybe we can take another matrix and let us try to try to find
this so I will take the matrix this one and I know that in this case Eigen value as 1, 2 and
4 so I will be able to find the value 4 so let us see what will happen in this case if [ want

to find Eigen value closed to 0.8 so let us see.
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Now, can see from here that in this case after the nine iteration I am getting the value 1,
0.99, so 2. So in this case I'm getting the Eigenvalue closed to 2. So, we have a 1, 2 and 4
so 4 was I was able to find Eigenvalue of, so that is 1, 2 and 4. Now, with the help of this

one [ am able to get the value that is close to 2.

So, I have taken the alpha=0.8. Let us see what will happen if I take close to 1.8, so in
this case also I am getting the value 2 even after the six iteration and that is the

corresponding Eigenvector, this one I can find as, from here you can see that this is the



corresponding, I have written the, maybe I should take this value and I should make it E,
this is V and let us see them, so this is the corresponding Eigenvectors and this is the

corresponding Eigenvalue.

So Eigenvalue is 1, 2, 4, so corresponding to 1 the Eigenvector is this, corresponding to 2
Eigenvalue is this so if we take the inbuilt function, use the inbuilt function this is my
Eigenvector and we are using the shifted inverse power method then this is the
Eigenvector we are getting corresponding to. So, it is -0.21 it is -2.5, it is -0.43, it is 0.5
and this is -0.87, this is closed to -1. So, this is just giving the overview of how we can

find the Eigenvalue and the Eigenvector using the shifted inverse power method.
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Now, so with the help of this one I may change the tolerance also so in this case I am
giving the value of alpha A Xo alpha and tolerance and I am able to find the values so
let us see what will happen if I want to take close to maybe 3.8, let us see, now I am

getting the value close to 4 and that is, so this is the dominant Eigenvalue we are able to

find.
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Now, I want to change it a little bit and let us take it to 1.2. Let us see what will happen.

Now, I am getting two Eigen values.
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Now, if I choose alpha is equal to 0 so if I take alpha is equal to 0 then it is just a power
method. So, from here you can see that which is the inverse power method and the
solution is coming 2 because from here I am able to find the value that is this 2. So, with
the help of this we are able to find Eigenvalues corresponding to whatever the alpha

value we are taking, so now I hope that we should stop here and with this code.

So, today we have started with the example based on the Gershgorin theorem and then we
have discussed the Matlab codes for power method and the shifted inverse power method.
So, I hope that you have learned how to make the code for powerl, power and the shifted

power methods. So thanks for watching, thanks very much.



