Scientific Computing Using Matlab
Professor Vivek Aggarwal & Mani Mehra
Department of Mathematics
Indian Institute of Technology, Delhi/DTU
Lecture 14
Newton-Raphson Method For Fixed Solving Nonlinear
System of Equations

Hello viewers, welcome back to the course. So, today we are going to start with lecture 14. So, in

the previous lecture we have discussed the Newton-Raphson method and about its convergence.
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So in this lecture we will discuss further what will happen when we have multiple roots. So, in
that case, like for example, I have an equation like (x - 3)* =0 , so in this case my function
f(x)=(x-q)* . So, it has the roots x =3, 3 . So, in this case we can say that this equation, equation

f(x) = 0 has two roots and that is 3 3, but the roots are repeating and its multiplicity is two.

So, what will happen that suppose I want to find the root of such types of equations using my

Newton-Raphson method, because if you see here, if I take the

f(x)=(x=3)
fl(x)=2(x-3)



So, what is happening here, this is also 0 and this is also 0. So, we have a Newton-Raphson

method for multiple roots.

So, how it works? So, the method is the same, we have an equation f(x) = 0 and suppose f(x)=0
has multiple roots and that is we take it a. So, it means that f(a)= 0 and f’(a)=0 . So, in this case

the Newton-Raphson method I know that my Newton-Raphson has and method is:

Slxn)
Xp+l = Xp — ﬁj ﬂ:{},l,z,B,,H

So in this case, and we also know that it is of second order rate of convergence, second order rate

of convergence. So what we will do is just to deal with the multiple roots, we have:

Sixn)
Xpt] = Xy — M ¥ - #-’1201]!2?31«-*+
Sxn)
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Now, and I also know that my root o=x_+e , it means ¢, is the error at the nth step. And from
here, I know that my x_ = a -e,. So just [ want to if I want to apply this method, now I want to

see what will be the

mfio—ey)

@~ Cntl :(H_E”) B Ma—ey)
. n



rate of convergence, so, let us call it 1, equation number 2, not 1 this can be taken as 2. Now, the

same way we have done for the Newton-Raphson.

['fuu S (a—en )t mfia—ey) j
Jr'{n_enl]

Eptl =
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Now from here, because in the same way we can do that my function is differentiable, so I can

apply my Taylor's expansion.

So, this way we can define my Taylor expansion. So, from here I can write my e_,, is equal to
Now, I will have the terms. So, I know that my f (a)= 0. So, suppose the a is the root of the
equation and I do not know about its multiplicity whether the root is multiple or not. So, in that

case, now I can collect the terms corresponding to f ‘(o).

So, if I collect the term corresponding to (o) , I will get

—f,.,[m—]l_.l""{a}+{%—l}eﬁ _.I"""l[a}—;—{'.—:—l)e'ﬂ .

'EIJ‘?+ 1 = ]
Fab—en e+ — -,

Then from here I can take my €%, common, I will get.



Now, from here you can see that the, the everything depends upon that what is the value of m.
So, in this case, [ will just take the common value of f’(a) from here and f(a) from here and then

you can see that this will be, so now, everything depends upon what is the value of m.

Now, if m # 2, so in this case what will happen? So, if this is an m # 2, then from here, we get

first order of convergence.
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So, in that case, you will see that my en plus 1 will be if I cancel out this one and ignore the

higher power of e_. If I ignore the second order powers of e_. So, in this case, if you will see that
this method becomes first order. So, when m is not equal to 2, the method will be the first order.

Now, what will happen if [ have m = 2? m = 2 means the root has multiplicity that is equal to 2.
It means my root f (a)= 0 and f’(a) = 0. So, in that case what will happen? So, in that case I can

write (ignoring higher power terms of e,)

—% I[% -1 ;:Ir,:". 1 (e
Epyl = -

. e )
—[‘,.f fap+{ 1= 2 _|'”I:r!
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So, from here, now I can take this numerator and I can apply my binomial expansion. So, from

here if | take this one, then I can cancel out by this term, we get

=1
—%(%—])Eﬂ' j'”"{ﬂ] l Enfrf.f [(I:l

—e, [ (@) 2 f"(a)

€nel =

So, from here you can see that my least power will be €* . And from here I can write

- ™)

EF‘!+| = ﬁf" I:ﬂ':l

L

_ fJ'H' (ﬂ-’)

— 2 —
e = Key, K= 6/ (a)

And so it means that just to keep the Newton- Raphson method of the second order, I put m is

equal to 2 and in that case | am getting the second order convergence.

So, rate of convergence is 2. So, based on this one, I can say that in the future I can apply my

Newton-Raphson method, Newton-Raphson method always in the form

mfio—ey)

a—e, =(@—e,) — Ta—en)



Because, when it has a multiplicity only 1, then I will put m is equal to 1 and in that case it will
be the Newton-Raphson method to find out the simple root and otherwise I will put the

multiplicity here and then I will put these methods to find the multiple root.

So, this is all about how we can apply the Newton-Raphson method for multiple roots.
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Now we will go further. And then we will suppose we want to have a system of equations like

Suppose I have a
f,y)=0&gx,y)=0

For example, I have

f(x,y)=cos(x)—xe’ =0
g(x,y) = x sin(y) =0

So, in this case suppose I have two equations and then I want to find the roots of this equation.

So, that is called a simultaneous equation. So, how to find out the roots of the simultaneous
equation? So, I will find a, P is a root of the system, so I have the system, so that my this f(a,p)
= 0 and g(a,B) = 0. So, this is the value of the equation value of the system at (a,3) the root of

the system then, so how can we apply the Newton-Raphson method?

So, I want to apply Newton-Raphson method for the system of equations. So, in this case what
we will do, let, so from here I can write that let a=x, +h it means that x,, is my initial guess plus
some error and I get my solution that is a or I can say = y,+k. So, this is what I am considering

because if you know that in the iterative methods, if I put x,+ h,, then I will get x,.



Then I put x1 plus h2, then I get x2, then I, if I put x2 plus h3, then I get x3, and so on. So, what I
am doing is that I am considering all these h1, h2, h3, and maybe I am taking the maximum of
this error, or the submission of this error, and I am considering that I get my o = x, +th. So [ am
making this parameter this error as independent of the iteration. So that is why I am considering

this x, +h .

Similarly, I am considering beta is equal to y naught plus K. Now from here, I know that alpha
beta is equal to 0, because this is the root. So from here I can write f of x naught plus h and y
naught plus K so that is equal to 0. Now, this function is a well defined function whose partial
derivative exists. So, I can apply my Taylor expansion for several, for I can say for two variables

that are x and y.

af af 1, , 5
f(xo+h,yo+k)= f(x0,)0) + (h I +k E) (X0, y0) + E(h-fx.\' + 2hk fyy + k-fyy) (xo0,y0) +. ..
g(xo+h,yo+k)=g(xo,»0)+ | h E™ +k 6_y (x0,y0) + E{h 8xx +2hk gy + k 8}-,\’) (x0.y0) +. ..

Now, from here I can find these two equations by neglecting the higher order terms as:

af af :

(h o Tk a_y)(xﬂayﬂ) = —J (x0,)0)
d d

(h f +k Ii)(-‘Cn,J’n) = — g(X0,)0)
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We can write in the matrix form as:

fx [y |h —f(x0, yo)
g & |k —g(x0 ., Yo)

So using Cremer’s law, we get

(f &y —fy 2)
T g 1y &
[3 Ix =r E:J
T gy —fy Bx

h =

k=

So, based on this one, I can solve this system equation using Cramer's rule because I am

considering that this matrix is a non singular matrix. So, based on this I can find my h and k.

(Refer Slide Time: 25:53)
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So, based on this one, now, I can find my h and k from here. Now, as I told you that what is
going to happen in the real way that we start with the x, and then suppose based on the x naught i

will get the value of this h and I will get y naught and this is the value of the k I am getting.

So, I after doing all this calculation, we get

xX; = xp+h
yi = yo +k



So, this way we can have an iterative method for finding the root using the help of h and K. So,

from here I can write that my

Xpsl = X + hn
Vuel = ¥n + Kk, , where h, and k, are calculated at (x, , y,)

So, based on this one, I can improve my value of the root with the help of this and that is the

method.

So, with that iterative method, I am able to find the roots for the system of linear equations. See,
the system of linear or nonlinear case does not matter. But we have a system of equations and we
can find the roots using the Newton-Raphson method. Now based on this one, so this is all about

finding the root of the system of equations.

So, based on the Newton-Raphson methods, one now we are able to find that what will be the
rate of convergence when we have a multiplicity more than one for a root and then we have
extended this that how suppose we have a system of nonlinear equation and we want to find the
roots. So, based on the Newton-Raphson method and by this expression, we are able to find the
root of the system equation. So, maybe in the next lecture, we will go forward from this. So,

thanks for viewing, thanks very much.



