Scientific Computing Using Matlab
Professor Vivek Aggarwal
Department of Mathematics
Indian Institute of Technology Delhi
Professor Mani Mehra
Delhi Technological University
Lecture 12
Regula-Falsi and Secant Method for Solving Non-Linear Equations
Hello viewers. Welcome back to this course. So, today we will continue with the lecture 12.

So, in the previous class we have started with the iterative methods, the fixed point iteration.

(Refer Slide Time: 00:36)

b Note2 - Windows Joumal ] x | |

file Edit View Insert Actions Tools Help

g EEEEEEEN [ | » HEL-0-SE P -
Ldl‘_)mremll
Cemtrgdb,

# R‘ﬂ“l* -flid medral. ,Lnf‘ mekwd Sh ,P-‘x. ‘Fntv'H»)

Ui inkemediat Vodit o L:.r D

by=o
woopaco W
%o, x4 \
FAPR
‘J”' = ﬁ'—(l"ﬂj - @
Pukn, 30

e MR
we= 2= () )

g0 s
21-4eb-20

Now, this lecture will start with another method and that is called the Regula-Falsi method or
this method is also known as method of false position. So, what is the meaning of this
Regula-Falsi method. So, I suppose I have a function f(x) = 0 so this function is given to me

and I want to find the root of this function.

Finding the root of this function now using inter suppose I get a value of [a b] and I will find
that f(a) f(b) < 0. So, it means that the root lies between a and b. So, what I do is suppose that

it is my function that is the x- axis, this is f(x) and suppose my function goes like this one.

So, what do I do is that I will start with a so let it this is my a and I will start with this b. So, I
call it x, and I will call it x,. So, based on this one I will try to so this is my equation and that
is the line we are passing for this one. So, what I will do is that I will see where this line is
cutting the x axis so this is the place which is cutting the x axis that is the place. Now, I will

call this place another approximation and I will call it x,.



Now, based on this x, now I will take another line passing through this and then I will get see
the things where it is cutting the x axis so that is the point it is X, and so on and ultimately we
are reaching because that is the place this is the root of the equation and we are reaching
towards this one in the iterative method in the iterative way so that is called the Regula-Falsi

method.

So, in this case so I start with x, and x, and I will write the equation so equation of the line
this will be y - y, so that is equal to so in this case I have the value of this one and the value
of this one is so I can write here y, - y, and then x, - X,, X - X, and maybe I can take this
equation. So, y -y, so this is my X, so that point is my x, - y, and this is my point X, y,.

y1-y0
(x1 —x0)

So, based on this one this is the equation of the line y- y, = (x - Xy)- So, that is the

equation of the line. Now, I want to see that where this line is cutting the x axis. So, by

putting y = 0 in this case so I will get this point value. So, if [ puty = 0, I will get

1-y0
Yo~ (f:] 3;0) (X - Xo)

(Refer Slide Time: 05:30)

'] Note2 - Windows Joumal ] x | |
file Edit View Insert Actons Tools Help
8 EENEEEEN [ ] L] )L -@-S8 -
=
= e (e L(s,—%)-—:). (umml) %o =sexy
= b = - —= = e
9\~Ye Y -0 3 ~s
s ®

T .
gz xe R A M | ek
- "——-’—_——_ by~
\L L) - 30nd)

n=2 134 .-
iz
==

= Conpific EOR" ks Sk
2y He) 7o e X'JJ

Yy ) <0 g

ek R feesn B eph - I3 Hourds

et

So, based on this one I can write from here my x can be written as so I will write from here it

g flxp)=flxg)xy)
Six=fixg)




In this case I need two initial approximations like in the bisection also I need two initial

approximations.

But in the iterative process fixed point iteration I need only one approximation to start the
process, but here I need to x naught and x1 and based on this one so this methods can be

written at in the iterative process

':-"-'rr I _Ir':-""r':'_.f.i-"ll I:'-"‘".'l ]

,f'{_t nl— |f': Eu—1 _I

Xntl =

So, that is my iterative process where my n is so in this case if I put the n =2, 3, 4 and so on
because I have put 2 then I need 2 and 1 so it will be the 3 or maybe we can start with 1 in
that case it will be x, and x, and will get x,. So, based on this one that is the iterative method

we can have. Now, what we will do in this case is find the value of a and b.

So, this process we can say that this is step number 1. Finding the value a and b and then after
that I will get the value of x so this is my step 2 so step 2 based on this one. Now compute my

f (x) and check its sign:

f(x) f(x1)>0then x| =
f(x) f(x))<O0then xg = x

I
"

So, once I do this one this one we will repeat this process till an approximate root is found.

So, in this case that is called the Regula-Falsi method.
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Another method is based on the same way, but that is another method and that is called the
Secant method. So, it is the same as the Regula-Falsi method except the initial condition
because in the Regula-Falsi we have to find f(a) f(b) of opposite sign and then based on the
intermediate value theorem we can start with the process, but in this case, no need of this one.

So, it works the same way so let us write this one.

So, suppose I have a function like this and suppose in this case I will write take a function
value f(a) and this is another value f(b) and I do not care whether f(a) and f(b) are of the
opposite sign because in the Regula-Falsi [ was taking my f(a) here and f(b) here so that was
the opposite sign, but in this it does not matter. So, what I do I will find the value of Secant

and I will check that where this value of the secant is cutting the x axis.

So, this is the place it is cutting the x axis. So, I can take this one and I will get this value that
1s my X, and you see that after this x, now I get the value of f(x, ) and this is so I can choose
any of this value into x,. So, from here you can see that now my f (x, ) f( x,) are of the
opposite sign. So, in this case now after that it will be the same verbally as the Regula-Falsi

method.

So, except for the initial condition, this Secant method is the same as the Regula-Falsi
method. So, there is no need to repeat this one only we have to change the initial
approximation that whatever the initial point I will want to take we can choose that one so

that is the thing.
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So, from here now I want to find the order of convergence of Regula-Falsi. So, how we can
find the order of convergence of the Regula-Falsi method. So, I have my equation f(x)=0 and
based on this one I can choose my x, so that alpha is the exact root so we can have the exact
root here. Now, I can take my e, is equal to the error at the nth step. So, my Regula-Falsi

method is this one: (x, = a -e,)

Y _ {xw ] f':.xﬂl.:l_':"-ﬂ'fl:'xlf IJJ
n+l = Fixn ]_..I'r{-rrr—l:l

{xﬂl 1 _fl:_ll—fﬂ._:l—xnfl:_ﬂ'—e_“ | :l]
fla—en)—fa—ep_y )

Xnsl =



((a=eq_y ) fla—ey)=(a—ey)fa—e, 1))
Slx—ey ;|—_,I"|{,|]'—¢='”_| :l

¥ — Epy| =

Using the Taylor series expansion as we have done in the previous case also.
’ E'}zl " E% e
fla—ey) = f(a)—e,f (a)+ Ff (@) — yf (a) +—...

After substituting, we get

(—ﬂ'fr ("1} + f’;{tﬂ ["-I (en—l + Eu) — Ep—1 en])

~f" (@ + 52 (eamt +e)

X = Cpty)] =
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(—a+ k(a(e,—1 +e,) —e_1e,)) k = f” (a)

A= €y = , k=
n —1+k(e,; +ep) 2f (a)

So, this we will ignore all the powers 3 powers and more than that so we will ignore this one

minus the same way [ will get:

X —€yy) = (a - k(a(en-] + En) — Ep-1 EH)}(I —k (eﬂ—] + En) }_I

So, this one is divided by this factor so from here I can choose my factor. From here I can
find out. So, this one I can take common so this one I can write as f dash So, this I got and

based on this one so from here I can write that



So, we get

a—eppr = (@—k(@(epi +en) —en1en) (1 +k(epr +e,) + K (ent + )+ )
By ignoring the third and higher order terms in e, and e, , we get

x—epp =a+keye,_y

After cancelling a, we get

Cnt1 = k - L — (1)

[ (@)

2/ (a)
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(and k=cAp)

We know that
— 2
e, =Ce,_,

So, we can write as

. (eﬂ)%
n—1 = C

So, above equation (1) can be written as



e —-
Cﬂﬂ=kn(_")p
e e C
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So, from here I can write

|
1 I+~
c*ref =ke, *




We get
1
p=1+—and CV =k
P

I will get a quadratic in p so from here I can write
pPP-p-1=0
On solving , we get

(1449 (1-)

2 ’ 2

p:

Since p>0 so we get p=1.62

So, for the convergence I will choose only the positive value of p and that value of the p is
coming this one. So, that is the order of convergence is 1.62. So, based on this one I can say

that the Regula-Falsi method or Secant method has order of convergence that is equal to 1.62.

So, it is more than the linear convergence, but less than the quadratic convergence so it is in
between the convergence we can have. So that is the order of convergence we get for the
Regula-Falsi method. So, in this lecture we have discussed the Regula-Falsi method, the
Secant method and then it is order of convergence and it shows that the order of convergence

in this case is 1.62 as compared to the order of convergence in the bisection that was 1.

And in the case of fixed point iteration it was the 1. So, in this Regula-Falsi method we can
call the high order method as compared to the iterative method fixed point iteration method.

So thanks in this lecture so thanks for viewing thanks very much.



