Stochastic Processes
Dr. S. Dharmaraja
Department of Mathematics
Indian Institute of Technology, Delhi

Module - 1
Probability Theory Refresher
Lecture-4
Problems in Sequences of Random Variables

So, this is stochastic processes module one probability theory refresher lecture four
problems in sequence of random variables. As a illustrative examples we are going to
discussed four problems in this lecture.
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The first problem, let z 1, z 2, and so on be a sequence of random variables each having
Poisson distribution with parameter n, that is z n is Poisson distribution with the
parameter n, for n is equal to 1, 2, 3 and so on. Our interest is to find the limiting
distribution of the random variable that is defined as y suffix n that is z n minus n

divided by square root of n.



(Refer Slide Time: 02:34)

[ie Edit View Insent Actoms Took Help

2 Shdew Pl [ 2| C were - mﬂi-u-g-g_r-
i mEEEEEEN DOEE w O 4S

M le) = \‘:(e?'““) I

A yk _w w
n

M\
e
M

1=
@ Mo = el

So given z n is Poisson distribution with the parameter n. We can find out the M z f of z
n M z f of z n is nothing but expectation of e power z n of t. That is same as summation k
is equal to O to infinite e power k times t, e power minus n n power k by k factorial,
because it is the expectation of e power z n of t, where z n is Poisson distribution with

the parameter lambda. Therefore, this is going to be m is Kk is equal to 0 to infinity this
one.
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So, you can take e power minus n outside. So, the remaining term becomes, k is equal to
zero to infinity e power t multiplied by n to whole thing power k by k factorial. That is
same as e power minus n, e power n times, e power t that can be rewritten as e power n
times e power t minus 1. Now, we will find out the M z f of the random variable y n were

y n is the z n minus n divided by square of n.

Therefore, the M z f of the random variable y n as a function of t that becomes M z f of z
n minus n divided by square root of n function of t, that is same as expectation of e
power z n minus n divided by root n multiplied by t, you know the rules of a moment
generating function the constant is out, so you can use that logic. So, it become e power
minus t times root n because n t by root n, therefore it becomes a t times root n, then M z
f of the random variable z n use the another will of a moment generating function instead
of t if the comes it t divided by square root of n. So, that is same as e power minus t
times root n just now we found what is the moment generating function of a z n so use
the same thing, but replace t by t divided by square root of n therefore, this becomes e
power n times wherever the t you replace by t by square root of n so t by square of n
minus 1.

(Refer Slide Time: 07:20)

[le Edit View Inset Actions Tools Help

= oldwPid (.l E = -
. AEEEEEED 5 EE

L=
Ap ~n—= “h
N i —= e

PINSER TR *
10 enloml od  wgeenl
o Lk walion. 1

> W
=

Therefore, we can further simplify by expanding e power t by n; that means, you keep
this e power n you expand only e power t by square root of n; that is 1 plus t divided by

square root of n then the next term will be t square by 2 times n, and the next term will



be t cube divided by 3 factorial n power 3 by 2 and so on. And the last term is. So, this is

a expansion of e power t by square root of n minus 1.

So, close the bracket that is same as e power t times square root of n multiplied by. So,
this 1 and plus 1 and minus 1 will be cancelled so you will get e power n times t by
square root of n that becomes t of square root of n, and the next term becomes t square
by 2 then it becomes t cube by 3 factorial n power 1 by 2 and so on. Therefore, this

becomes e power t square by 2 plus t cube by 3 factorial square root of n and so on.

Our interest is to find out the limiting distribution of y n so this is the moment generating
function of a y n for n. So, as n tends to infinity, because our interest is to find out the
limiting distribution as n tends to infinity the moment generating function of y n
becomes e power t square by 2. If you recall the moment generating function for
standard distributions one can conclude this is the M z f of a standard normal
distribution. Therefore we conclude the limiting distribution of y n is standard normal
distribution; that is a the limiting distribution z n minus n divided by square root of n is a
standard normal distribution. So, this problem is very important in the renewal process
therefore we discuss this example has the how to find the limiting distribution of some

standard random variables.
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Next example; let x1, x 2 and So, on be a sequence of random variables, each having c d

F cumulative distribution function F suffix x n of x 0 from minus infinity to O detects the



value 1 minus 1 minus x by n power n. For X is lies between 0 to n from n onwards till
infinity the value is 1 So, this is the cumulative distribution function for the random
variables exercise. It is the function of n therefore | have made it F suffix x suffix n; that
means, this is the ¢ d F for the random variable n for every n you have this, as n tends to
infinity we get F suffix x n of x that becomes 0 from minus infinity to 0, and it takes the
value 1 minus e power minus x from 0 to infinity, as n tends to infinity this ¢ d F of the
random variables x n becomes 0 between the intervals minus infinity to 0, the value

becomes 1 minus e power minus lambda x, where x is lies between 0 to infinity.
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Suppose, x is a random variable with the ¢ d F that is F x of x that is 0 between the
interval minus infinity to 0 and 1 minus e power minus lambda x, where X is lies between
zero to infinity. Then one can conclude x n converges to x in distribution, since the
sequence of F x suffix of n of x tends to F of x, for x is greater or equal to 0 and the value
is 1 minus e power minus X. Hence one can conclude the sequence of random variable of

X n converges to random variable in distribution.
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Here, the X is a exponential distribution with the parameter 1. So, this is the one example
of a all the sequence of random variable converges to a random variable in distribution.
Next I will move in to the third example; suppose, we choose at random n numbers from
the interval 0 to 1 with uniform distribution. Let capital x i be a random variable

describing the i th choice. Then for i is equal 1,2 and so on you can find out what is the

expectation of x is?

(Refer Slide Time: 16:06)

[ NS e R
L Bide Pl (10| PCwene - [FH 7 -2~ -
P/ mEEEEEEN NOEE 0w 5%

\ s \12\ - “{.‘*_ [La_\‘-

o




That is nothing but the integration from 0 to 1 x times the probability density function,
the probability density function for uniform distribution with the interval 0 to 1 that is 1.
Therefore, x into d x if we compute the expectation x i is going to be 1 by 2. Similarly,
one can evaluate the variance of x i is that is nothing but 0 to 1 x square d x minus the
mean square, expectation of x square minus expectation of x the whole square. So, the
expectation of x square is 0 to 1 x square d X. So, if you evaluate this quantity that is 1 by

3 minus 1 by 4 so if you simplify you will get 1 by 12.

If you remember the formulae of variance of uniformly distributed random variable
between the interval a to b then the variance of x i x is nothing but you can get it that by
substituting the value of a is equal to 0, and b is equal to 1 you will get 1 by 12. Let S
suffix n b x 1 plus x 2 and so on till x, one can find lenient variance of x, because you
know the lenient variance of x is using that you can find out what is the mean of S n? But
our interested is not the finding the mean of S n oriented is to find out the mean of S n by
n, that is basically suppose x i is the samples then S n divided by n is nothing, but the

sample mean.

So, expectation of x n divided by n that becomes the 1 by 2. Similarly, if you calculate
variance of S n by n that becomes 1 divided by 12 times n, because the variance of x is 1
by 12 so the variance of S n is the summation of x i is from 1 to n therefore variance of S

n by n becomes 1 divided by 12 time here.
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For any epsilon greater than O using chebyshev’s inequality one can conclude the
probability of absolute of S n by n minus 1 by 2 greater than or equal to epsilon that is
less than or equal to 1 divided by 12 times n epsilon square. | am using the chebyshev’s
inequality by knowing mean of S n by n is 1 by 2 and variance of S n by n is 1 divided
by 12 n, | get this inequality. Now, as n tends to infinity the probability of absolute of S n
by n minus 1 by 2 which is greater than or equal to epsilon will tends to 0, because
epsilon is in the n is the denominator, because n is in the denominator as n tends to
infinity this probability tends to 0, that is nothing but S n by n tends to the value 1 by 2,
and this convergence takes place in probability the sequence of random variables S n by

n converges to 1 by 2 in probability.

Therefore, we say the sequence of random variable x n for n is equal to 1, 2 and so on,
obeys the weak law of large numbers, because the S n by n converges to 1 by 2 in
probability therefore, we say the sequence of random variables x n is obeys the weak law

of large numbers. So, that is the intention of giving this example.
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Now, | move in to the fourth example, consider a repair man who replaces a light bulb
the instant it burns out. Suppose, the first light bulb is put in at time 0 and let x suffix i be

the life time of i th light bulb. You defined the random variables T n is the sum of n x i’s.
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where X i’s is are i i d random variables, x i be the life time of i th light bulb, and when x

i are i i d random variables you are defining T n is the x 1, x 2 and x n and so on.
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So, the T n be the time of time the n th light bulb burns out, because the T n is the x 1
plus x 2 and so on, till x n therefore, T n be the time the n th light bulb burns out.
Assume that x i is exponential distribution with the parameter lambda, you know that
already x i are i i d lambda from variable now, I am making the further assumption X i is

follows exponential distribution with the parameter lambda; that means, you know what



is the mean of this random variable. Since it is exponential distribution with the
parameter lambda this becomes 1 divided by lambda, also one can use the result T n by n

that is nothing but 1 divided by n summation of x i is, where i is running from 1 to n.

As n tends to infinity as n tends to infinity one can prove T n by n tends to 1 divided by
lambda; that is the mean of random variable x i almost surely, I am not proving here the
way do the sequence of random variable converges to another random variable
converges takes place in probability or in distribution or in (( )) mean or almost surely
one can prove this the T n by n converges to 1 by lambda almost surely. That means, you
can conclude the random variable x 1, x 2 and so on, obeys strong law of large numbers,
because that T n by n is nothing but the 1 by n summation of x i’s that converges to the
value 1 by lambda almost surely we can conclude the sequence of random variable X i is
obeys the strong law of large numbers. Even though, in this problem | made the
assumption x i is follows the exponential distribution with the parameter lambda in
general the lifetime can be any distribution. So, this problem will be discussed in detail

in renewal process.

So, as such here, we are making the assumption of distribution of x i is exponential
distribution, therefore 1 made it converges takes place almost surely to the value 1 by
lambda this can be generalized. There are many more problems of the similar kind, but
we are discussing only few problems therefore we can use the similar logic of a finding
the moment generating function then concluding the distribution and finding the limiting
distribution or you verify whether the sequence of random variable converges takes place
in mean converges takes place in probability or converges takes place in distribution or
converges in the orth mean or converges almost surely this can be used in any problem

of the same way what | have done it here.

And | have not discussed any problem in the central limit theorem but that will be used

many times, therefore | have not given any problems for the center limit theorem.
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So, if these are all the references reference books we have used for the lecture 3 as well
as the lecture 4. It is not end.

Student: (())
So, what to do then we may go to some more problems than...
Student: (())
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I did not realize that | may lambda for. Let x 1, X 2 so on, be a sequence of random
variables each having student t distribution with n degrees of freedom. Our interest is to
find out the limiting distribution of the student t distribution. We know that the
probability density function of f of x for the random variable x n is given by gamma of n
plus 1 by 2 divided by square root of n times phi multiplied by gamma of n by 2
multiplied by 1 plus x square by n power minus n plus 1 by 2. So, this is the probability

density function of a random variable x n.
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Our interest is to find out the limiting distribution of random variable x n. For larger for
large n, we have the results limit n tends to infinity of gamma of n plus 1 by 2 divided by
square root of n phi of gamma of n by 2 is 1 divided by square root of 2 phi using stirling
approximation, and also limit n tends to infinity of 1 plus x square by 2 the whole power
minus n plus 1 by 2, that we know that is e power minus x square by 2. Hence a limit n
tends to infinity of the probability density function of the random variable x n becomes 1

divided by square root of 2 phi e power minus x square by 2.

Since, right hand side is the probability density function of a standard normal
distribution. We conclude for a larger n the sequence of random variable x 1, x 2, x n and
so on, that tends to the random variable z this convergence takes place in distribution,

where z is standard normal distribution.



So, this is a simple example of the sequence of random variables, each having a student t
distribution. The limiting distribution converges to standard normal in they converge in

distribution.

(Refer Slide Time: 34:11)

Fcfﬁ'\ﬁanhmlc_:wmfuﬁh:h
2y Db Pl (1 e e - oo e S -
i SEEEEEED 0 O EE 0 0w %

=

B). LT X, Ar ... e = Aegeemte of
Ll Q"-"‘M % .NA Eemith \\G.\A\f\d,

,
e

Now, move into next example, example 6, let x 1, x 2 so on, be a sequence of
independent random variables each having probability mass function, probability of x i is
equal to 1, that is same as probability of x i takes the value minus 1 probability is 1 by 2.
This is valid for that means, it is a sequence of i i d random variable, and they are
discrete type. Define M suffix k, thus the sum of first k x i random variables. So, this
running index is k is equal to 1, 2 and so on. So, we are defining k sequence of a random

variable m k by summing first k x i random variables.
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For a fixed integer n, we define another sequence of random variable that is denoted by
W superscript n of t, that is nothing but 1 divided by square root of n M suffix n times t.
This is for all t greater than equal to O, such that n time’s t is an integer. So, we are
defining another sequence of random variable W superscript n of t, that is 1 divided by
square root of n times m n of t, where n of t is a integer, so this is valid for all t greater
than or equal to 0. To find out the mean and variance for the different of the random
variable of a n of t minus W n of S for 0 less than or equal to s, less than or equal to t this
quantity will be 0; that means W n of t is the 1 divided by square root of n, M n of t and

the way we define the M n of t that is the summation of x i.
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and probability of x i is equal to minus 1 minus 1

is 1 by 2, therefore, the mean of x i are going to be 0.
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Because, of that the expectation of or mean of W n of t minus W n of s, that is equal to 0.
Also, if you evaluate the variance of W n of t minus W n of S by finding first variance of

X iI’s using that you are find out the variance of M n of t, then find out the W n of t minus

W n of s, that is going to be t minus s.



Its need calculation of expectation of x i square then using the expectation x i square and
expectation of x i’s you can find out the variance of x i’s, using variance of X i’s you can
find out the variance of W n of t, then you find out the variance of W n n of t minus W n

of s.
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By using mean and variance, for fixing fix t greater than or equal to 0, as n tends to
infinity you can conclude W n of t tends to a random variable x, and this converges takes
place in distribution using c | t one can control W n of t converges to the random variable
X, the converge in distribution, where x is normal distribution with the mean 0 and

variance t.

Using a central limit theorem one can prove W n of t converges to x in distribution,
where x is a normal distribution if the mean is 0 and the variance t. This result is very
useful in Brownian motion, and this same problem will be discussed in detail, when we

are discussing the module of a Brownian motion.



