Partial Differential Equations
Prof. Sivaji Ganesh
Department of Mathematics
Indian Institute of Technology, Bombay

Lecture-6.1
Laplace Equation — Associated Boundary Value Problems

Welcome to this lecture, in this lecture, we are going to discuss boundary value problems for
Laplace equation, the outline of the lecture is as follows. First we derive what are called
Green's identities which are derived from the divergence theorem and then we introduce
boundary value problems associated to Laplace equation and study the uniqueness properties
of solutions to those boundary value problems.
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Laplace equation in d-dimensions

ey gy o o i = 0,

Any solution to the above equation is called a Harmonic function.

Poral Civeronibad Equaloos

So, Laplace equation in d space dimensions there are only space dimensions here, there is
unlike the wave equation. So, Laplace equation in d dimensions is givenby ux 1 x 1 +ux 2
x 2 +uptouxdxd =0, the operator on the left hand side is called Laplacian u on denoted
by capital delta u, that is the standard notation for a Laplacian. This is nothing but the trace of
the hessian matrix of the function u, hessian in matrix recall is the matrix of second
derivatives of u. So, this is the trace of that. That means sum of the diagonal terms. Any
solution to the above equation is called Harmonic function.

(Refer Slide Time: 01:33)



etz LIS e I

Laplace equation in 2-dimensions

@ Whend = 2, the independent variables x,, x, are denofg
x=(x.y).

o Thus Laplace equation in two independent variables is

ity + ity = 0.

@ The nonhomogeneous problem

where [ is a function of the independent variables . v only is called the
Poisson equation.

Purdal Dy oronhal Equalons

Laplace equation in 2 dimensions we are going to deal with in some of the lectures which
come later on. When d = 2 the independent variables x 1 x 2 are denoted by x vy, that is a
standard practice and we write boldface x sometimes that denotes the triple x, y in R 2. This
Laplace equation in 2 independent variables is nothing but u xx + u yy = 0. The non
homogeneous problem where there is a right hand side not O functions, but the general

function f, this equation is called Poisson equation.

So, in particular, if f = 0 get back this equation, so we the difference between Poisson
equation and Laplace equation is kind of blurred for us, we simply call anything as a Laplace
equation. Actually Laplacian is this operator which is on the left side of both the equations,
here it is a homogeneous equation, here is a non homogeneous equation and the non
homogeneous equation is usually called Poisson equation. So, let us discuss, what are the
Green's identities and how to derive them

(Refer Slide Time: 02:47)



Green’s dentities play an important role in the analysis of

Ihey are derived from divergence theorem.

Theorem (Divergence theorem)

@ Let() C B* be a bounded piecewise smooth domain.
o Letl:4) = R beafunction, LetV = (v, i)
o Letwy ¢ C' (TN C(T) fori=1.2,
Then .
/ V.Vix)dx = / Vnde,
S J il
where i is the unit outward normal to (2.

Poraal Dvreronhad Equadons

Green's identities plays an important role in the analysis of Laplace equation, they are derived
from divergence theorem. So, what is divergence theorem? It is stated for a domain omega
which is bounded and piecewise smooth domain. We are going to use in this form, let psi be a
function which is our 2 valued function that means, psi has 2 component functions psi 1 and
psi 2, it is defined on this domain omega. Omega is assumed to be bonded and piecewise

smooth domain we will come to that as soon as we see the formula.

And we assume that the psi i has this property that it is C 1 of omega bar intersection C of
omega bar it means the derivative is continuous up to the boundary of omega. So, omega
closure involves omega union boundary for omega. That means, the derivative of this
function psi i is meaningful on the boundary of omega also and C of omega bar means the
functions are meaningful on the boundary of omega. In fact, the functions psi i’s are

continuous on omega bar.

Then we have this integral omega domain integral on the right hand side you have a integral
on the boundary. So, this is divergence of psi dx equal to integral over boundary of omega psi
dot n d sigma. What is n? n is a unit outward normal to boundary of omega and what is d
sigma? It is the surface measure which is coming to the boundary of omega from the omega
from the usual measure on omega. So, in order that the right hand side is meaningful, we
need to assume that domain is piecewise smooth domain. We will not elaborate further on
this, because you will have learned this already in course on Multivariable Calculus.

(Refer Slide Time: 04:54)
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1 Green’s idé?nities

@ Green's identities are derived using the divergence they
specific choices for ¥ in

/V.llhj_ledx— / W.n do.
At S

o 0 C K is assumed to be a bounded piecewise smooth domain.

o n denoles the unit outward normal to (2.
o The functions u, v appearing in Green's identitities are assumed to be

TR C:|(—)| N (—'I'E—)“

to make sure that integrals appearing in them are meaningful,

Purdal Di¥enhal Equalns

So, Green’s identities they are derived using the divergence theorem and making specific
choices for psi in this conclusion of the divergence theorem. So, choosing different psi’s will
give you different identities. And omega is assumed to be a bounded piecewise smooth
domain, n denotes the unit outward normal to boundary omega, the functions u v appearing in
Green’s identities are assumed to be of this type C 2 of omega bar intersection C 1 of omega
bar. We have already seen the space on the previous slide.

This means that the functions, the second derivatives are also continuous on omega bar that is
the meaning of C 2 of omega bar. To make sure that the integrals appearing in them are
meaningful, first of all this integral to make sense psi x inside the integrand is continuous on
omega bar. And that is guaranteed if psi is C 1 of omega bar later on we are going to see an
integral which feature second derivatives as the integrand that is what we are assuming C 2 of
omega bar it will be very clear from the context. These hypotheses are made, so that it is
varied for all Green’s identities.

(Refer Slide Time: 06:14)
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Applying Divergence theorem

with W = Vit yields
Green’s Identity-|

/ Aulx)dx = / Opudo.
Jo Jan

For some of them, we do not require all the hypothesis. So, now, if you apply a divergence
theorem with psi = grad u, what we get is called Green’s identity of 1. So, divergence of psi
is now, divergence of grad u that is Laplacian u and grad u dot n is precisely the normal
derivative of u dou n u, so, this is Green’s identities one.

(Refer Slide Time: 06:44)
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Applying Divergence theorem

with W = vV — uVv yields
Green’s Identity-ll

/(v.’\u u;\.v)['x)dx=/ (v O~ ulpy) do
J0 J 0

Now, if you apply divergence theorem with this choice of psi, we get Green’s identities 2. So,
it is integral over omega v Laplacian u - u Laplacian v of x dx = an integral on the boundary v
dounu-udounvdsigma.

(Refer Slide Time: 07:08)
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Applying Divergence theorem

/ V.0(x)de = / Tndo,

with W = vV yields
Green’s Identity-lll

/VN.VP dx:/ vigudo /\-’Au dx.
JNO J ) Sl

Pl D ¥eronial Equadons

If you apply divergence theorem with psi = v grad u, you get Green’s identities 3, which is
integral over omega of grad u dot grad v dx = integral over boundary of omega v dou nud
sigma - integral over omega v Laplacian u dx. In fact, this identity we have used many times
before which we call it as integration by Poisson's formula. If you notice here the derivative
on v shifting to the derivative on u on grad u, which is giving you a Laplacian u, grad when it
goes to the grad u, it becomes divergence. So, you get v Laplacian u and here is the boundary
term. So, let us now discuss some of the boundary value problems for Laplace equation.

(Refer Slide Time: 08:01)
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Boundary value problems (BVPs) for Laplace equation

On a bounded domain 2 with piecewise smooth boundary /2,
we will consider the following three BVPs
o Dirichlet BVP: Unknown function is prescribed on ¢,

o Neumann BVP: Normal derivative of the unknown function is prescribed
on ¢l

o Robin BVP: A linear combination of the unknown function and its normal
derivative is prescribed on !,

Pural DV Yeronhal Equitons ouresl 1

On a bounded domain omega with piecewise smooth boundary of omega, it is the boundary
of omega is denoted by dou omega, we will consider the following 3 boundary value

problems, what are them? Dirichlet boundary value problem unknown function is prescribed



on boundary of omega here and then we have a Neumann boundary value problem in which

normal derivative of the unknown function is prescribed on boundary of omega.

Then we have a Robin boundary value problem, which sometimes is also called a third
boundary value problem, in this a mix of the unknown function and it is normal derivative are
prescribed. So, a linear combination of the unknown function and it is normal derivative is
prescribed on boundary of omega.

(Refer Slide Time: 08:51)
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BVP 1: Dirichlet Problem

Given functions . g,

Dirichlet Problem consists of solving the boundary value problem

Au=f in
u=g on i

Pl O fwenbal Cnustions

So, let us see what is the Dirichlet boundary value problem? So, this is BVP 1 boundary
value problem 1 Dirichlet problem. Given functions f and g, Dirichlet problem consists of
solving the boundary value problem, it consists of solving the Poisson’s equation Laplacian u
= f in omega and u = g on the boundary of omega. That means, the unknown function should
agree with the pre prescribed function g on the boundary of omega and Laplacian u should
coincide with the prescribed function f in omega is what we want.

(Refer Slide Time: 09:28)
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Solution to Dirichlet BVP

Let f & C(), and g € C[a12).

Afunction ¢ € C*(2) N C(£2) is said to be a solution to Dirichlet BVP
Au=f in Q
u=g on .

if

Q the function 2 is a solution to Au = f. That s, for each x & (!

Aw(x) = f(x)

holds, and

@ foreach x = 412, the equality y(x) = g(x) holds.

Pelal Dflwentan) Lousions Loumdl R

What is the meaning of a solution to Dirichlet boundary value problem? Here we have to start
assuming something on the data, let f be a continuous function and g also be a continuous
function on omega and on boundary of omega respectively, a function phi which is C to
omega intersection C of omega bar. You will actually see why this hypothesis coming here
on phi will be very clear once you see the definition is said to be a solution to a boundary
value problem. If Laplacian u = f in omega and u = g on boundary of omega.

This is the statement of the Dirichlet boundary value problem. If the function phi is a solution
to Laplacian u = f, it means that for each x in Omega Laplacian phi of x should be equal to f
of x. So, in order that the left hand side makes sense, we are assuming phi C 2 of omega that
is phi C 2 of omega. Now, there is a second condition that is a boundary condition for each x

in boundary of omega phi of x should be equal to g of x.

If phi is continuous up to boundary that is C of omega bar, then values of phi for points X,
which are in the boundary is meaningful, and asking that is equal to g of x is meaningful. So,
that is the reason why we have to put these spaces naturally.

(Refer Slide Time: 10:50)
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BVP 2: Neumann Problem

Given functions £, g,

Neumann Problem consists of solving the boundary value problem

Au=f in
pu=g on

Farial C¥forentisl Equations

Now, let us look at the second boundary value problem called Neumann problem. So, here
given functions f and g. Neumann problem consists of solving the boundary value problem,
Laplacian u = f in omega, and the normal derivative equal to g on boundary of omega, g and f
are prescribed, they are given to us.

(Refer Slide Time: 11:14)
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Solution to Neumann BVP

Letf e Ci0), and g = Cigd),
Afunction ; € C*(€2) N C'(1?) is said to be a solution to Neumann BVP
Au=f in
g =g on .
if
Q the function ¢ is a solution to Au = [. Thatis, for eachx < €1,
Aplx) = flx)
holds, and
© for each x = d(), the equality &y oix] = glx) holds,

Farthal Ditorertial Equatiore

What is the meaning of a solution to the Neumann boundary value problem, assume that f is
continuous on omega and g is continuous on boundary of omega. A function phi which is C 2
of omega intersection C 1 of omega bar he said to be a solution to Neumann boundary value
problem. If the function phi is a solution to Laplacian u = f, that is why we are going to
assume phi C 2 of omega because of this Laplacian phi at every point x in omega should be
equal to f of x.



Now, we have the boundary condition which involves the normal derivative. Normal
derivative is nothing but gradient u dot n. It is a directional derivative in the direction of the
normal. For that reason, we need C 1 of omega bar that means derivatives are also continuous
up to boundary and hence this is meaningful. So, dou n phi of x is meaningful, because phi is
C 1 of omega bar. And hence, we can ask that it should be equal to gx, that is why the notion
of solution to Neumann problem is like this phi should be in this space.

(Refer Slide Time: 12:27)
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BVP 3: Third Boundary Value Problemjgits
Robin Problem

Given functions f, g, o

Robin Problem consists of solving the boundary value problem

Au=f in Q.

i+ adplt =g on o,

Fastial Ce¥orantiy) Equations

Now, let us look at the third boundary value problem, which is also known as Robin problem.
Given functions f g, and alpha is a real number. Robin problem consists of solving the
boundary value problem equation is Poisson’s equation in omega, boundary condition is a
combination of u and the normal derivative of u, u + alpha times dou n u = g on boundary of
omega.

(Refer Slide Time: 12:56)
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* Solution to Robin BVP

Letf = C(Q), and g = Cidfl).

Afunction € C*(£) N C'{12) is said to be a solution to Il

Au=f in Q

u—atge =g on .

if
© the function  is a solution to Au = /. That is, for eachx ¢ €,
Aplx) =flx)
holds, and
Q for each x = d), the equality wix) + adholx] = glx| holds,

Fartha) Céterereha! Equatiore

What is the definition of a solution to Robin boundary problem? Let f be a continuous
function on omega and g be a continuous function on the boundary of omega. A function phi
C 2 omega intersection C 1 of omega bar function phi in this space C 2 omega intersection C
1 of omega bar this is natural, because this is coming from the requirement of Laplacian phi =
f and this will come because the requirement of the boundary condition. So, this function phi

is said to be a solution to Robin boundary value problem.

If the function phi is a solution to a Laplacian u = f which means for every x in Omega
Laplacian phi of x = f x, there is a reason why we assume phi C 2 of omega. And second
condition is the boundary condition for every x on the boundary of omega, the equality phi x
+ alpha times dou n phi of x = g of x holds in order the that the left hand side is meaningful,
we have assumed that phi is C 1 of omega bar.

(Refer Slide Time: 14:03)
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Remark

@ As per the definition of Dirichlet BVP , the problem is pf
domain {2,

© The domain (1 is bounded (enclosed) by the boundary a1,

Q For this reason, Dirichlet problem is also called an interior Dirichlet
problem.

©Q Onthe other hand, there are BVPs which are posed on domains which are
complements of bounded domains.

o Laplace equation is o be solved on a domain €, which the complemen( of a
bounded domain,

Farth) D¥torerdl Eguatiore.

Remark as per the definition of Dirichlet boundary value problem, the problem is posed on a
bounded domain omega. In fact, the other 2 boundary value problems are also posed on
bounded domains by definition. The domain omega is bounded means what enclosed by the
boundary of omega, for this reason Dirichlet boundary value problem is also called an
interior Dirichlet problem. Similarly, the other notions we can say interior Neumann problem,

interior Robin problem.

On the other hand, there are boundary value problems which are posed on domains which are
complements of bounded domains. Laplace equation is to be solved on a domain omega
which is the compliment of a bounded domain, for example, my omega is here. This is my
omega it is a compliment of this set which is inside. And this is my boundary of omega, this

curve is my boundary of omega, | am drawing the picture in the plane obviously.

So, omega is outside this outside region which is here, this is boundary of omega. So, we
need to solve Laplacian u, let us say equals to f outside and here we are prescribing u = g for
example, on boundary of omega.

(Refer Slide Time: 15:40)
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Remark D

@ As per the definition of Dirichlet BVP , the problem is p
domain {1,

© The domain 1 is bounded (enclosed) by the boundary ¢,

Q For this reason, Dirichlet problem is also called an interior Dirichlet
problem,

© Onthe other hand, there are BVPs which are posed on domains which are
complements of bounded domains.

o Laplace equation is to be solved on a domain £2, which the compiement of a
bounded domain,

o The unknown is prescribed on the boundary (1.
¢ Such BVPs are called exterior Dirichlet problems.

Farthal D¥overdha!l Equatiors

Unknown function is prescribed on the boundary for dou omega. Such boundary value
problems are called exterior Dirichlet problems, similarly exterior Neumann problems,
exterior Robin problems.

(Refer Slide Time: 15:53)
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Remark (contd.)

© Other kinds of BVPs possible.

o On different parts of the boundary &2, differant boundary conditions may be
prescribed.

Farthl Cetereo Equatiors

Other kinds of boundary value problems are also possible on different parts of the boundary,
you prescribe different boundary conditions. For example, this is my omega then | consider
this part, let us call this boundary of omega part 1, this is boundary of omega part 2. So, here
I can ask u = g here | can ask dou n u equal to some function h. | want to solve Laplacian
equation in omega = f in omega. And | asked that on this piece, u must be equal to g that is
the Dirichlet boundary condition. On this piece, dou n u = h that is a Neumann condition.
(Refer Slide Time: 16:49)
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Remark (contd.)

Q@ Other kinds of BVPs possible,

o On different parts of the boundary 452, different boundary conditions may be
prescribed.

o Such BVPs are called mixed BVPs

o We will not be studying such BVPs in this course.

@ Cauchy-Kowalewski theorem guarantees that a solution to an analytic
Cauchy problem for an elliptic equation exists and the solution is unique
(locally). This problem is not always well-posed.

Farthal Civentiyl Equations

Such boundary value problems are called mixed boundary value problems, we will not be
studying such problems in this course. Cauchy Kowalewski theorem these a comment about
the initial value problem, Cauchy Kowalewski theorem guarantees that a solution to an
analytic Cauchy problem for an elliptic equation in particular Laplace equation exists and the
solution is unique locally. This problem is not always well posed, we are going to see towards
the end of our discussion on Laplace equation, an example of well posed Cauchy problem for
Laplace equation.

(Refer Slide Time: 17:27)
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Farthal Cifforantial Equatiors.

Now, the Neumann problem that we have namely Laplacian u = f and dou n u = g, this is in
omega, this is on boundary of omega. If this problem has a solution, f and g are tied up with
some relation, so you cannot have arbitrary f and g for which the Neumann boundary value

problem has a solution. In other words, if the Neumann boundary value problem has a



solution f and g must be compatible with each other in the sense that we are going to soon
describe.
(Refer Slide Time: 18:11)
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Compatibility of data for Neumann problem

For a Neumann BVP to admit a solution, the data f, ¢ must be compatible.

Lemma
Letf e C{Q), and g £ Cided).

If w & C2(11) is a solution to Neumann BVP on 12, then

/ flx)dx / glyidoly).

SRR Garesn T Bombay) Farthal Diterenthal Equatiors

For a Neumann boundary value problem to admit a solution, the data f and g must be
compatible. That is written in the form of a Lemma, it does not mean it is a big result. It is a
simple observation, just to remember the observation, so, that we can recall whenever we
want, we record them as a Lemma or as a theorem in this case, it is a Lemma. Let f be C of
omega bar, we have to assume something more so, for in the definition of the problem we

need a C of omega only.

But here we are asking for C of omega bar, because the tools that we are going to use will
involve the continuity up to boundary. In fact, we are going to have certain integrals for them
to make sense we need this assumption. And g in C of boundary of omega, if u belonging to
C 2 of omega bar is a solution to Neumann boundary value problem and Omega, then integral
over omega of f x = integral over boundary of g, g is defined on the boundary. So, integrate
on the boundary, f is defined in Omega so, integrate on omega both of them must be equal.
(Refer Slide Time: 19:22)
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Proof of lemma

Integrating both sides of the equation Au = f on 12 yields

/ fix)dx / Aulx)dy.

Applying Green's identity-|

/ Aulx)dx = / dputde,
JN Jaofd

the integral on the RHS of the equation at the top of this slide becomes

/ Aulx)dx / dpuly|daly).
J0 Jin

Farthl Cifrectha) Equatiorg

So, integrate both sides of this equation Laplacian u = f on omega what we get is this | have
exchanged the sides. So, integral of f over omega = integral of Laplacian n u over omega fine.
Now, applying Green’s identity this right hand side integral can be written as this integral
over boundary of omega dou n u d sigma. The integral on the right hand side does become
this same, but now | know what is dou n u

(Refer Slide Time: 20:07)
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Proof of lemma (contd.)

Since u solves Neumann BVP, dpu = g, Au = f. Thus, the equation

/ Anlx)de = / tpuly)doly)

i

fla)dx = / glyldaly).
\/s.' ‘) ) e

In particular, if « is a solution to Neumann BVP with f = 0

reduces to

Purdal D v sal Equatons

Since u solves the Neumann problem, dou n u is g and Laplacian u is f. Therefore, we have
this equation reducing to an equation where f is here and g is here. So, thus we have proved
the Lemma. In particular, if f is O that is you are looking at the homogeneous Laplace
equation Laplacian u equal to 0 that means f is 0, then integral of g over boundary must be 0.

Now, let us discuss some uniqueness properties of solutions to the 3 boundary value

problems that we have just introduced.



(Refer Slide Time: 20:54)
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Theorem

@ The Dirichlet problem has at most one solution.

Q If u solves the Neumann problem, then any other solution is of
the form v = u + ¢ for some real number .

@ Ifa >0, then the Robin problem has at most one solution.

The Dirichlet boundary value problem has at most 1 solution, remember here we are not
saying about existence at all, we are just saying it has at most 1 solution. That means, if it has
a solution, then it has exactly 1 solution. That is the correct conclusion from here. And, if you
solve some Neumann problem, then any other solution looks like u + ¢ where c is a constant.

In other words, difference of any 2 solutions to Neumann problem is a constant.

And for the Robin problem, we have to assume something an alpha. If alpha is greater than or
equal to 0, then the Robin problem has at most 1 solution. Recall the Robin problem reduces
to Dirichlet problem in alpha = 0. So, proving 3 is enough to prove 1. So, what we do is we
just prove 3 and then we prove 2.

(Refer Slide Time: 21:53)
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Uniqueness result for Robin problem

o Since Dirichlet BVP is a special case of Robin BVP (when o — (), itis
enough to prove the uniqueness result for Robin BVP.

@ Lel . u; be solutions Lo the Robin problem. Define w := u; — iy,
o Observe that w salisfies Aw = 01in {2, and w satisfies the boundary condtion

w+ adpw = 0.

Aol Dnonal Equatons



As | have already mentioned Dirichlet boundary value problem is a special case of Robin
boundary value problem, it is enough to prove the uniqueness result for Robin boundary
value problem. Please note | am calling here uniqueness result by this what | mean is that this
problem admits at most one solution. So, | assume that u 1 and u 2 are solutions to the Robin
problem. The uniqueness proofs always proceed like this. You take the difference of u 1 and
u 2 and show that, that is 0.

So, therefore, you define a w which isu 1 - u 2, we want to show that w is 0. Observed that w
satisfies Laplacian w = 0 because Laplacian u 1 = f, Laplacian u 2 = f therefore, Laplacian w
is a difference of Laplacian u 1 and Laplacian u 2 both of them are f therefore, Laplacian w is
0, in other words w is a harmonic function in omega. And w satisfies the boundary condition
w + alpha dou n w = 0 because u 1 satisfies the boundary condition with the same g and u 2
also satisfied with the same g therefore, the difference will satisfy 0, because this is linear in
w. So, this is the boundary condition satisfied by w.

(Refer Slide Time: 23:17)
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Uniqueness result for Robin problem (contd.)
@ Using the Green's identity-Il

/W.\"\' d.x‘—/ v igudo /tdu dx

with 1t =1 W, We '.]e[

/ V| dx = —n/ (pw)” do.
J6 Jan

o In the last equation, the LHS of is non-negative while the RHS is
non-positive. Therefore, both LHS and RHS must be zero.

@ This implies that Vi = 0 in ()

8 Sayg Garesh 11T Beooy) Poraal D¥erenial Equatons

So, using the Green’s identities 3 with this is the Green's identities 3, we are going to use this
with u = v = w. So, the left hand side will be integral omega grad w dot grad w that is mod
grad w square, right hand side Laplacian w is 0, so, this term is not there. So, what we have is
this term? That is w into dou n w d sigma. Using the boundary condition, we get integral over

boundary for omega w dou n w equal to this quantity please check that.

In the last equation, the left hand side is non negative because integrand is non negative, right

hand side the integral is non negative, alpha is non negative therefore, the product is non



negative but there is a minus sign. So, it is non positive. So, we have a non negative quantity
equal to a non positive quantity which is possible if and only if both sides are 0. That means
what? Grad w = 0 on omega, dou n w = 0 on boundary of omega.

(Refer Slide Time: 24:32)
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Uniqueness result for Robin problem (contd.)

@ On the last slide, we proved that Vi = () in () and also dgw = 0 on a1,
@ Since Fw = 0in ©, w must be a constant function

o Since dpw = 0 on J8, in view of the boundary condition w + nidgw = (),
we conclude that w = () on 012,

@ Since w ¢ C(0)), it follows that w = 0'in €,
@ Thus we conclude that Robin problem has at most one solution.

Pursal D eronial Equatons

On the last slide we have proved that grad w = 0 in omega and also the normal derivative of
w = 0 on the boundary of omega. Since gradient of w = 0 in omega w must be a constant
function. Now, since the normal derivative is 0 on boundary of omega, if we use the
boundary condition, we get w = 0 on the boundary of omega, but what is w? w is continuous
up to boundary, w belongs to ¢ of omega bar, w is a constant and it is 0 on the boundary.
Therefore w must be 0 in omega also. In other words, we have Robin problem has at most
one solution.

(Refer Slide Time: 25:19)
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Uniqueness result for Neumann problem (contd.)

@ Using the Green's identity-Ill

/VM.V\' dx:[ vyt do /l'Au dx

With = v = w, we get

/ \"'w|3 dx = / wipwdr =0
{ J g

Ji o8l

o This implies that Vw = () in €. This means that w is a constant function.
o Thatis, u; — ity is a constant function.

Poral VYereial Equatens Lotre] A



Now let us look at Neumann problem. Let u 1 u 2 be solutions to Neumann problem.
Consider the difference u 1 - u 2, call it w, look at the problems satisfied by w. Laplacian w
will be equal to 0 and normal derivative w = 0 on the boundary of omega. Now using once
again, Green’s identities 3 with u = v = w, we have integral over omega mod grad w square
that is coming from the left hand side. On the right hand side as before Laplacian w is 0. So,

second term drops out, what you have is this term?

Which | have written here, w dou n w d sigma, but dou n w is 0, therefore, this integral is 0.
This means grad w = 0 in omega, that is all we have information nothing more. If grad w is 0

w must be a constant function. That means u 1 - u 2 is a constant function thereforeu 1 =u 2

+ constant.
(Refer Slide Time: 26:24)
Acrrmencioool el 1t
Summary

@ Derived Green's identities using Divergence theorem.

Q Introduced three BVPs for Laplace equation.

O Discussed if there can be more than one solution for each of the
three BVPs
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Let us summarize what we did in this lecture, we have derived Green’s identities using
divergence theorem, introduced 3 boundary value problems for Laplace equation, discussed if

there can be more than 1 solution for each of the 3 BVPs. Thank you.



