Partial Differential Equations
Prof. Sivaji Ganesh
Department of Mathematics
Indian Institute of Technology, Bombay

Lecture - 4.12

Tutorial on Separations of Variables Method for Wave Equations

Welcome to a tutorial on separation of variables method for wave equation. In this tutorial we

are going to solve 3 problems which are carefully chosen I will comment about them at the

end.
(Refer Slide Time: 00:32)
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Problem 1

Solve by separation of variables method the IBVP for the damped wave equation:
Homogeneous Wave equation

g+ —te=0for0<x<mt>0

Initial conditions
[k
u(x,0) = sin” (;) for0<x<m,
du

E{.\'.()J =0for0<x<m,

Mixed boundary conditions (Dirichlet + Neumann)

du
u(0,1) = —(m,1) =0 fort > 0.
ox Q
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So, problem 1 is solved by separation of variables method IBVP for a damped wave equation

this term u t because of the presence of this it is called a damped wave equation and the initial

conditions are given where u of x, 0 is given to be sin cube x / 2 u t of x, 0 is given to be 0

then we deal with mixed boundary conditions u of 0, t is 0 and dou u / dou x at pi t is O for t

greater than or = 0. So, let us go ahead and try to solve this by separation of variables method.

(Refer Slide Time: 01:04)
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So, what is the ste 1 in separation of variables method it is try u of x, t solutions to the given
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equation in the separated form. So, on substituting this expression in the equation what we
get is X, T double dash + X, T dash = X double dash T and that further gives us T double
dash + T dash / T = X double dash / X. Now if you notice here the left hand side is a function
of T only on the right hand side is a function of X only.

Therefore as you know we set it equal to constant lambda. So, therefore we have got to 2
ODEs what are those? X double dash - lambda X = 0 and T double dash + T dash - lambda T
= 0. Now from the given boundary conditions and initial condition we will try to get
conditions for X and T. So, first boundary condition that we have is at 0 that is u of 0, tis 0
that implies that X of 0 T of t = 0.

And that implies X of 0 = 0 because we do not want T to be an identically equal to 0
functions. Now u, x pi of t is also given to be 0 that means X dash at pi into T of t is 0 and
that will give us X dash at pi = 0. So, these are the boundary conditions that we obtain.
(Refer Slide Time: 03:01)



ﬁﬁ_--_EE L0 B S I VL = &

. b osn U o e et S . D o et Comts |

Solution to Problem 1 (contd.)
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Now we move on to step 2 is to solve the boundary value problem X double dash - lambda X
= 0 with the boundary conditions X of 0 and X prime of pi = 0 we need to solve for non 0
solutions of this of course X identically equals O is a solution that is useless because if X is
identically equal to 0 u of x, t will be O we are not interested. So, we want to find non 0

solutions of this boundary value problem it would not exist for every real number lambda.

And those real number lambdas for which this boundary value problem admits non 0
solutions are called Eigen values and the corresponding non 0 solutions are called Eigen
functions. In other words we are looking for Eigen functions of X double dash operator. So,
first is lambda = O if lambda is O what is the solution equation is X double dash = 0 so

therefore X of x = a + bx.

And when | apply this boundary condition X of 0 =0 I get a = 0 if | apply X dash of pi =

get b = 0. So, what is the conclusion? X is identically = 0 so lambda = 0 is not an Eigenvalue
then we try for lambda which is positive we always write lambda = mu square and mu
positive to avoid square roots in the expression of the solutions. Now when lambda = mu

square what is the equation X double dash - mu square X = 0.

So, solution is a combination of exponentials which is a e power mu x + b e power - mu x.
Now X of 0 = 0 when | apply what I getis a + b =0 and | want to apply X dash pi therefore |
should know what is X dash of x is a e power mu x - b e power - mu X. So, when | put X = pi
what | get is a e power mu pi - b e power - mu pi = 0 | have not included this mu because mu

is non O it gets cancelled in this equation.



So, A and B are satisfying a system of 2 linear equations it is always a good idea to write
them in the matrix form. We are looking for a non trivial solution for this system that means
at least one a or b is non 0 that will happen if and only determinant is O but what is the
determinant? Determinant = - e power - mu pi - e power mu pi this is not equal to O therefore
the only solution is the 0 solution a = 0 b = 0 that implies X of x is identically equal to 0 so
no positive Eigen values in this problem.

(Refer Slide Time: 06:25)
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Now we look at ngative Eigen values so suppose lambda is less than 0 then we as usual we
put lambda - mu square mu is positive the equation is now X double dash + mu square X =0
and the boundary conditions let me reiterate here on this solutions will be a combination of
sin and cos here. So, x of X =a cos mu x + b sin mu x when we put X of 0 = 0 what we get is

a = 0 when we put X dash of pi = 0.

We have to compute what X dash x is after doing that and substituting pi there X dash of pi =
0 this equation will give us mu b cos mu pi =0so cos mu pi =0 ifandonly if mu=mun=2
n -1/ 2 and n belongs to natural numbers having done this we are solved for x now we have
to solve for t. So, the solution of T double dash + T dash - lambda T = 0 this equation needs
to be supplemented with a condition that comes from u t x, 0 = 0 that will give us T prime of
0isO.

Now here what is lambda, lambda is minus mu square but we have a sequence so let us put

lambda n - mu and square that is minus 2 n - 1 / 2 whole square now this is a second order



ODE. Now let us write the how the ODE looks now T dash + 2 n - 1/ 2 whole square into T
= 0 the solution of this will go through via the auxiliary equations the m square + m+2n-1

/ 2 whole square = 0.

And m is minus 1 / 2 plus or minus i times root n into n - 1 and this is when n is greater than
or equal to 2 and m = - half - half it is a repeated root when n is = 1. So, on solving this
equation we need to now solve with the T n for T n so everywhere actually n now. The
solution I write down the final solution please check for yourself is T n of t will turn out to be
constant times e power -t/ 2 into 1 +t/ 2. If nis = 1 otherwise it is A n e power - t/ 2 into
cosrootninton-1lintot+sinrootninton-21t/rootninton-1whenn is greater than or
equal to 2 so, we have got our X n’sand T n’s.

(Refer Slide Time: 10:31)
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Solution to Problem 1 (contd.)
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Now we are ready to move on to the step 3 is solution as a formal s eres So we write u of x,
t summation n = 1 to infinity X n x T n t usually we put a constant here but the constant here
we already put in T n. So, we will not write here so that that is nothing but A e power -t/ 2
into 1 +t/ 2 into sin x / 2 plus summation n greater than or equal to 2 A n e power minust/ 2

intocosrootninton-1t+sinrootninton-1t/rootninton-1intosin2n-1/2 into x.

| forgot to mention when we determined the Eigen values we should have returned on the
expression for X n’s also X n of x is actually sin of 2 n - 1/ 2 into x this is n greater than
equal to 1. So, thisis T n into X n and this is T n and is x so we need to determine these
coefficients A and A n’s now this is where we will use the initial condition that we have that
is u X, 0 =sin cube x / 2 which by trignometric identity is3/4sinx/2-1/4sin 3x/ 2.



But what is u x, 0 from our series that A | am putting t = 0 so A sin x / 2 plus summation n
greater than or equal to 2 Ansin2n-1/2 into x. So, this implies compare the background
there is some uniqueness result for a Fourier series that is used. So, what we getis A =3/ 4,
A2=-1/4, An=0 for n bigger than or equal to 3.

(Refer Slide Time: 14:09)
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Therefore why dia we t the solution as u of x, t expression is e wer -t/21+t/2
sinx/2-1/4epower-t/2intocosroot2t+sinroot2t/root?2 intosin 3 x/2 so thisisa
solution. So, if you want to simplify we can write e power -t/ 2/ 4 what we get 3into 1 +t/
2sinx/2-cosroot2tintot+ sinroot 2t/ root 2 sin 3 x/ 2. So, please do these
computations on your own that is when it will be clear whether it is cos root 2 into t or cos of
root 2 t so thus we solve this problem 1.

(Refer Slide Time: 15:36)
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Problem 2

Solve by separation of variables method the IBVP

3

Homogeneous Wave equation

Up— e =0for0<x<1,t>0

Initial conditions

u(x,0) = cosmx for0 <x < 1,
0
f“(.r.O) =sin7x for0<x <1,
ot

Neumann boundary conditions

du u
a(o-l) =%

(1,)=0 fort>0.




Let us move on to the problem 2 these again solution by separation of variables. Now we
have the usual wave equation u tt - u xx = 0 on the interval 0, 1. Now the change here is more
both initial data are non 0. If you remember in the lecture we have taken one of them to be 0
one of them to be non 0 but now we will see what the difficulties are by taking both of them.

In fact there are no difficulties as such you will see that procedure is little more longer.

And now we have changed the boundary conditions to Neumann boundary conditions. In the
lecture on separation of variables method we consider Dirichlet boundary conditions. Now
we are considering different boundary conditions mixed ones we already considered in
problem 1. So, after this tutorial you should be able to solve any mix of these boundary
conditions.

(Refer Slide Tim,e: 16:25)
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Let us turn to the olution to problem 2 step 1 as always is trying solutions which are in the
separated form on substituting this in the wave equation we get T double dash / T = X double
dash / X. And since left hand side is a function of T alone right hand side is a function of X
alone it has to be a constant function. So, therefore this gives us as a 2 ODEs they are X
double dash - lambda X = 0 T double dash - lambda T = 0.

And we also get boundary conditions from the given boundary conditions which are u x of 0,
t = 0. That means that X dash at 0 into T of t is 0 we do not want T to be O functions therefore
X dash of 0 is 0. The other boundary condition u x of 1, t is O but the same argument we get
that X prime at 1 = 0.

(Refer Slide Time: 17:52)
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Step 2 is to solve te BVP or the eigenvalue problem X double dash - lambda X = 0 X prime

10/25

of 0 = X prime of 1 = 0. So, we consider the cases lambda 0 lambda negative on lambda
positive. So, when lambda is 0 solutions is X of x = a + bx and this boundary condition X
prime of 0 = 0 will give us b 0 on the boundary condition X prime of 1 = 0 will also give us b

= 0 which means the conclusion is that lambda = 0 is an eigenvalue what is a eiganfunction?

It is a function which is constant function a any constant function is a eiganfunction let us
consider lambda to be positive lambda = mu square mu positive solution will be of
exponential type X of x not exponential type combination of exponential this what we have
and X dash of x is mu into a e power mu x - b e power - mu x. When | apply this boundary

condition X prime of 0 isO we geta- b =0.

When we apply X prime of 1 is 0 we get a e power mu - b e power - mu = 0 and we said we
should always write this as a system because it is easy to check whether we have a non trivial
solution or not depending on whether the determinant is O or not what is the determinant?
Determinant is - e power mu there is a typo here - e power - mu - e power mu and that is not
equal to 0. Therefore a and b are 0’s and x is 0 so, negative real numbers are not eigenvalues.
(Refer Slide Time: 20:36)
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Now let us check or positive or not eigenvalues let us check for negative numbers lambda
less than 0. So, lambda = - mu square mu positive now the solutions are combination of cos
and sin a cos mu X + b sin mu x we would require x prime. So, let us compute that so the
condition that we have X prime of 0 = 0 and X prime of 1 = 0 they give us that b is 0 and on

substituting b = 0 we get sin mu = 0.

So, mu has to satisfy sin mu = 0 which is the case if and only if mu is a multiple of pi and we
take natural numbers because mu is supposed to be positive. So, let us cut something and do
something here mu = n pi n natural numbers because mu is supposed to be positive that is the
assumption that is how we chose N. So, mu = N pi so what is the summary after this we have

got lambda n which is equal to minus mu n square = - n square pi square.

And what are the eigenvectors X n of x = a cos mu that is n pi x n greater than or equal to 1
now we need to solve the ODE for T we have eigenvalues here lambda = 0 is an eigenvalue
and lambda n = - n square pi square Eigen values. So, let us solve with lambda = O the
equation is T double dash = 0 that implies T of t = a + b t we do not have any conditions on T

because we are given non 0 Cauchy data.

Therefore we cannot do anything so, we keep it as this in the end we will determine these
coefficients and when lambda is less than 0 we have a sequence of such problems T n double
dash + n square pi square T = 0 and solutions to this are givenby ancosnpit+bnsinnpi
t. So, now we have solved for X nand T n. So, these are the things we have this is T n of t.
(Refer Slide Time: 24:24)
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Now we are in a posmon to express the solution as a superposmon of all these functions we

have obtained. So, step 3 is u of x, tis a + b t plus summation n bigger than or equal to 1 an
cosn/t+bnsinn/tinto cos n piX. So, this corresponds to the eigenvalue lambda = 0 and
this is t that we got X was constant. So that constants are there inside this a and b so we do

not write explicitly a n.

These are the once which are corresponds to the eigenvalues lambda n n greater than or equal
to 1. Now we move on to step 4 where we have to determine these constants. So, we use u of
X, 0 = cos pi x this is what is given to us but from this series it will be equal to because t =0 a
plus summation n bigger than or equal to 1 a n cos n pi x. So that impliesthata=0al=1a

n = 0 for n bigger than or equal to 2. So, we have determined a n’s now we need to determine

b n’s for which we have another initial condition.
(Refer Slide Time: 26:19)
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So, at the end of this previous step what we have is u of x, t equal to or this formal thing is b t
+ cos pi t cos pi X plus summation n bigger than or equal to 1 b n sin n pi t cos n pi X. So,
therefore we have to see what is u t of x, t; u t of x, tis b - pi sin pi t cos pi X plus summation
n bigger than or equal to 1 n b n cos n pi t cos n pi X. now we are to see u t of x, 0 because

that is what is given to us u t of X, 0 is given to be equal to sin pi x is what we want.

And from the series when I put t = 0 what I get is b plus summation in bigger than or equal to
1 nb mcos n pixis what we have. So, let us call this star so star says us that the series that
we have on the RHS is a Fourier cosine series for sin pi X, star gives Fourier cosine series for
this function sin pi x. So, which functions have only cosine series they are the even functions
therefore what we need to do is to extend this function which function sin pi x it is given in

this interval.

We have to extend this to a function let us denote it as g X which is now defined on the other
side of O it extends this function sin pi x as even function so g of x = sin pi x in the interval 0,
1 - sin pi x in the interval minus 1 to 0 g is an even function on minus 1, 1 therefore when we
write its full Fourier series it will only involve cosines and if the equality holds when you
restrict the equality to the interval 0, 1 what you get is this star. So, using this idea we are
going to determine these constants b and b n’s.

(Refer Slide Time: 29:40)
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So, g of x = b plus summation n bigger than or equal to 1 n b n cos n pi x so first let us

observe certain things integrate between minus 1 and 1 that is our interval g x d x that is

minus 1 to 1 b so do not question whether this exchange of integral and summation is allowed



when this allowed what happens that is what we are looking at the series we are going to

everything we are doing formal computations this we have.

This is 0 and this is a 2b then what is this? Let us compute minus 1 to 1 g x d x because g is
even thisis 0 to 1 2 times g x d x even with respect to 0 x = 0 and that is nothing but 2 times
0 to 1 sin pi x d x that is 4 / pi. So, this gives us b = 2 / pi so we have got b now we need to
getbn’s.

(Refer Slide Time: 31:21)
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Second is this coputation for k bigger thanequal to 1,-1to 1 g cos k pi x d x does equal
to -1 to 1 b cos k pi x plus summation nbn n - 1 to 1 cos n pi x cos k pi x dx. Now this
integral is O because cosine minus 1 to 1 cosine k pi x so therefore this integral will be 0 and
what is this integral this is an even function. So, therefore that is equal to 2 times 0 to 1 of the

same integrand and that integrand is nothing but we can use cos a + b formulas.

So, what we get when use is so we get that is equal to 0 to 1 cos m + k pi X + cos n - kK pi X
dx. So that will be 0 if n is not equal to k and that will be equal to 1 if m = k therefore minus
1tolgxcoskpix=kbk.
(Refer Slide Time: 33:21)
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So, on the other hand -1to 1 g x cos k pi x dx is given by 2 times 0 to 1|n pi X cos k pi x dx

this upon simplification will give us 4 / piinto k + 1 into 1 - k if k is even 0 if k is odd. So,
the same thing is equal to k into b k that is what the expression we obtained by using the
series. So, therefore this gives us the expression forbksob k=-4/piintok + 1 k, k- 1ifk

is even and O if k is odd.

Therefore u of x, tis 2 / pi into t + cos pi t into cos pi X - 4 / pi summation k bigger than or
equal 2 k even natural number 1/ k + 1 into k into k - 1 into sin k pi t cos k pi x. So, this is
the solution that we obtained. In this example actually we ran into a Fourier cosine series and
we have seen how to come to the coefficient and the solution.

(Refer Slide Time: 35:44)
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Solve by separation of variables method (method of eigenfunction expansion) the
IBVP

Nonhomogeneous Wave equation

Uy — Uy = cos(2mx) cos(2mt) for0<x < 1,t>0

Initial conditions
u(x,0) = cos’ mx for0 < x < 1,

o
2 (x.0) = 2cos(2mx) for0<x <1,
o

Neumann boundary conditions
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Let us move to problem 3, here it is a non homogeneous wave equatlon S0 as such we learned

separation of variables method for homogeneous wave equation we will see how to modify it



and get it for a non homogeneous wave equation. That is why it is also called method of
eigenfunctions expansion. The idea is that keep the 0 get the eigenfunctions as we have
computed and then propose a series in terms of them with the coefficients which are
functions of t substitute the entire series in this equation and try to solve that idea. So, here
once again we consider non 0 Cauchy data in both of them and we consider the Neumann
boundary conditions.

(Refer Slide Time: 36:26)
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Step 1 is the same step 1 is take homogeneous wave equatlon and that is what | have
indicated because we are now going to compute the eigenfunctions and tie separated
solutions substitute in the wave equation that will give you X double dash / X = T double
dash / T = lambda then we have to get boundary conditions and those are X prime of 0 = X
prime of 1 = 0 we obtained this just in the last problem exactly the same computations.
(Refer Slide Time: 37:09)
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Now we need to solve the boundary value problem. So, X double dash - lambda x = 0 with X
prime of 0 = X prime of 1 = 0. So, suppose you take lambda = 0 we saw that solution is
constant earlier it is the same boundary conditions same problem and lambda positive is not
no eigenvalues on lambda negative we set lambda = - mu square mu positive and that gives
us that solutions are a cos mu x + b sin mu x and X prime of X = - a mu sin mu x + b mu cos

X.

Using this boundary condition X prime of 0 = 0 that will give us b =0 and X prime of 1 =0
that will give us sin mu = 0 that implies our if and only is mu is n pi n belongs to n therefore
lambda = lambda n = - n square pi square on X n of x is = cos n pi X. So, these are the
eigenvalues and eigenfunctions coming from X.

(Refer Slide Time: 39:00)
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Now step 2 let usust recall what we have lambda 0 = 0, 0 is an eigenvalue X 0, x is any
constant let me take it as 1 and X n of x is cosine n / x lambda n = - n square pi square and n
greater than or equal to 1 these are the 2 sets of eigenvalues we got. This is with 0 Eigen
value these for the negative eigenvalues and there is no positive eigenvalues here. So, now

idea is try the formula series expansion as a solution what is that?

Try the formal series so we take series let us say infinity combination of the X 0 X n with
coefficient which are functionaretu of xt=T 0 of tinto 1 so just T 0 of t summationn =1
to infinity of T n of T into X n which is cos n pi x. So, what we are doing is solution to non
homogenous equation or non homogenous problem as an eigenfunctions expansion this is the

meaning of eigenfunctions expansion.



So, when we substitute into the equation of the given equation what we get is we need to
compute u tt and u xx. So, what is u tt and u xx? Let us see that u tt is nothing but T 0 double
dash plus summation n = 1 to infinity T n double dash cos n pi x what is u xx? That is
summation n = 1 to n infinity T n of t into minus n square pi square cos n pi X is what we get?
(Refer Slide Time: 41:54)
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T 0 double dash summation n =1 to n infinity T n double dash + n square pi square T n into

CoS n pi X = cos 2 pi t cos 2 pi X this is what we get? After we; substitute the expression given
in the non homogenous wave equation. So, from here comparing T 0 double dash = 0 that is
of course gives that T O of tis A + B tthen T 2 double dash + 4 pi square T 2 = cos 2 pi t is is
something like comparison of 2 vectors in a vector space.

Which are already expresses in kind of bases something like that component must be equal.
So, cos 2 pi x coefficient is cos 2 pi t and here it is this T 2 double dash + 4 pi square T 2 and
other things are 0. So, for n not equal to 0 and n not equal to 2 the equation will be T n double
dash + n square pi square T n = 0. Now we need to solve these equations so T 0 we already

solved let us write separately now TOof tisA + B t.

What is T 2 of t? We have to solve this non homogenous equation ODE that is A 2 cos 2 pi t
+B2sin2pit+t/4piintosin2pit. And TnoftfornnotequaltoOand2 Tnoft=An
cosnpit+Bnsinnpit.

(Refer Slide Time: 44:42)
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Therefore what is u X t’) ux,t==A0+BOtintol+t/4 pin pi t cos 2 pi x plus
summation n = 1 infinity A n cos n pit + B nsin n pi tinto cos n pi X what are this terms?
This is T 0 of t this X 0 of x this is a part of T 2 of t remaining part is clubbed in this
expression this X 2 of x. So, this is expression for u x t now we have to apply initial

conditions that we have.

So, what are the initial conditions? So, IC 1 is half + half cos 2 pi x this what is u x 0 you can
check that that is equal to A 0 plus summation n =1 to n infinity A n cos n pi X. Now for the
same comparison A0 =1/2 A 2isalso equal to 1 /2 and A n =0 for n different form 0 and
2. Then IC 2 that is 2 cos 2 pi x = ut of x 0 and that is = B 0 plus summation n =1 ton
infinity n pi B n cos n pi x. That impliesthat B2 =1/ piand B n =0 if n is not equal to 2 so
combining all this.

(Refer Slide Time: 47:35)
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We get this expression for the solution u of x t = half + half cos 2 pit+t+4 /4 pisin 2 pit
into cos 2 pi X so, this is the solution.
(Refer Slide Time: 48:07)
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Summary

@ In Lecture 4.11, we considered IBVP with Dirichlet boundary conditions.

@ In Problem 1, the IBVP had mixed boundary conditions. In Problems 2 and
3, the IBVP had Neumann boundary conditions.

© InProblems 2 and 3, both initial conditions were non-zero.

© Method of eigenfunction expansion was demonstrated in Problem 3
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Let us see the sumary of what we did in this tutorial in lecture 4.11 we considered IBVP
with Dirichlet boundary conditions. In problem 1 we had mix boundary condition and
problem 2 and 3 we had Neumann boundary conditions in problems 2 and 3 both initial
conditions were non 0. So, method of eigenfunctions expansion was demonstrated in problem

3 to solve non homogenous equations, thank you.



