Partial Differential Equations
Prof. Sivaji Ganesh
Department of Mathematics
Indian Institute of Technology — Bombay

Lecture — 2.15
First Order Partial Differentiation Equations
Initial Value Problems for Burgers Equation

In this lecture, we are going to consider a partial differential equation, which is studied very
well in the literature. It is called a Burgers equation and we consider certain initial value
problems for Burgers equation. The Burgers equation is one of the simplest Quasilinear
equations and it exhibits many features of solutions that is common to nonlinear equations.

Common in the sense they occur very frequently for many nonlinear equations.

So, the nonlinear effect in the Burgers equation, we already saw the Burgers equation, but we
will again see the equation and we will talk about that.
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Chapter 2: First order PDEs
Burgers equation

0 Initial value problem

0 Propagation of mongtonic initial profiles
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So, we are going to consider the initial value problem It is an equation which has one
variable, it is called time variable. So, therefore, its initial value problem. We consider
examples basically of the initial value problems, solve them explicitly and then study if I
consider an initial condition with a monotonic function what happens to the solution?
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Initial value problem

Add Dvrono bl Equadoes

S Eau Gancah (1T Burrbary)

(Refer Slide Time: 01:25)

Why study Burgers equation?

o Itis the simplest Quasilinear equation,

o |ts solutions exhibit "typical ehaviours” of solutions to general Quasilinear equations.

o The study forewarns us of difficulties and problems to expect in studies of more
general equations.

Al Dol Exquidass

So, question is why study Burgers equation? Why study the special equation? It is a simplest
Quasilinear equation. Its solutions exhibit typical behaviours of solutions to general
Quasilinear and hence even nonlinear equations. And the study tells us to be, be ready for
certain surprises that we may find in studies of more general equations.

(Refer Slide Time: 01:52)
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IVPs for Burgers equation

o We consider Cauchy data of the type

uix, ) = hix).

o [f the variable v is interpreted as ime, then the Cauchy problem is indeed an IVP.
o In the examples that follow, wa use functions h(x} which are

o Discontinuous or

o Piecewise linear or

o Differentiable functions.

A Dorodl Equadis

So, we consider Cauchy data of this type u x, 0 = h x. If the variable y, it is a function of 2
variables independent variables x and y. So the variable y is interpreted as time. In fact, it is
interpreted as time. So, this is nothing but initial value problem. That is why we write initial
value problem for Burgers equation. In the examples that follow we use functions h of x
which are monotonic functions, but they are of the following type. They are discontinuous or
piecewise linear or smooth functions, differentiable functions.

(Refer Slide Time: 02:28)
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Why consider non-differentiable functions?

Yes, our existence and uniqueness theoram is NOT applicable for such
However,
o We have lo deal with such &, as they are physically relevant,

o Of course, in such cases, solutions are to be interpreted in a generalized sense.
o The computations are very aasy. Formulae for solutions can be derived.

o Helps in understanding properties of salutions clearly.

S S Savedr T Beretsry) A sl O ered Equaons

Of course, you may ask this question why consider non differentiable functions? Yes, our
existence and uniqueness theorem is not applicable for such h. However, we have to deal
with such h, such h, as they are physically relevant. We cannot always say that my theorem
allows only smooth functions as the data | will work with only that. No, these are also

important. It is also important to study such functions h.



Of course, in such cases, solutions needs to be interpreted differently, not the way that we
have been talking about. So far, the ideal solution that we have introduced is what is called a
classical solution. So, we have to now generalise the notion of solution, we have to define
what do we mean by solution, so that whatever we do is meaningful. And computations are
very easy for the kind of functions that we propose to deal with them. And formula for
solutions within quotes can be derived.

(Refer Slide Time: 03:32)
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Why consider non-differentiable functions?

We find expressions (formulae) for solutions, and then ask

When are these formulae actually solutions?

Once again, observations made in these examples continue to hold with smoother
functions /:, where Computalions & llluslralions using graphs become complicated.
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So, it helps in understanding properties of solutions very clearly. So, we find expressions are
formula for solutions. We get formulas. Basically some formula like f of x or something like
that. Then we understand what is the domain of this f. For what x that f of x makes sense?
These questions are to be asked later. So, first we find formulas and then ask, when are these

formulae actually give rise to solutions?

Once again observations made in these examples continue to hold with the smoother
function, it is not that smooth function things are alright. No. But when you consider smooth
functions, you cannot go from one constant to another constant in a smooth way. It takes
some time where the function is not constant and computations are difficult and illustrating
them by graphs is difficult. But we can be guaranteed or assured that similar difficulties will
be there even for such h.

(Refer Slide Time: 04:29)
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Why consider non-differentiable functions?
We are going to use non-differentiable functions f, even though they are ‘bad’

There is a general theory in which we can make sense of whatever we are doing, and that
discussion is out of scope for this course. We will se a glimpse of it later on

References:
o Books on PDE by Evang, P. Prasad and R. Ravindran

o “Shock wavas & Reaction-diffusion equations" by J. Smoller.
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Only thing, it is more complicated. So, why consider non differentiable functions? Again
same thing, we are going to use non differentiable functions even though they are bad. There
is a general theory, this is some kind of assurance. There is a theory do not worry in which
we can make sense of whatever we are doing. So, please go ahead and do not bother about
whether it is correct or not. And that discussion is out of scope for this course.

We will see a glimpse of it later on in the next lecture. References or books on partial
differential equations by Evans, Phoolan Prasad and Renuka Raveendran. And there is a book
by Smoller, Shock waves and reaction-diffusion equations. There are also many more
beautiful books written on this kind of material.

(Refer Slide Time: 05:19)
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Cauchy problem for Burgers equation

o=t =0 uwx.M=hxlforrel v=(

Let us parametrize the given Cauchy data as

7

Fix=5¥=0z=his) s€R
The charactenistic system of ODE for the given equation is

ﬁ:vf-{'—v: |.E=(].

] i dt
Observe that : does not depend on ¢, Thus solution is constant on each base
chara. curve.
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So, this is the Burgers equation. uy + uu x = 0. We would love to write ut + u x = 0, but
since we are going to follow a method of characteristics, where t is used as a parameter
running on the characteristic curve, we are not using the t here. We still writeuy + uu x =0
and initial condition u x, 0 = h x, X in R, y positive. So, let us parameterize the given Cauchy

data. We need to solve the method of characteristics, let us follow that.

So, first is parameterization of the Cauchy data x = s, y = 0, z = h s. Now characteristic
system of ODE dx by dt is equal to a. In this case that is au x that is u which is z. dy by dt is
12, dz by dt is 0. We need to solve this set of ODEs, system of ODEs with this initial
conditions. Observed that z does not depend on t. What does that mean? It means that
solution is constant along each chara, base characteristic curve.

(Refer Slide Time: 06:34)
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Cauchy problem for Burgers equation (contd.)

The unique solution of the {Chara.CDE) satisfying the initial conditions

is given by
r=XLsi=n(sh+y, y=Y,5 = Zit.s)=h(s
defined for (1.5) = R x R, Eliminating 1, s, we gal
= Z0T0x ) Sley) ) = hix - yu)
Thus the solution to Cauchy problem is given implicitly by

[ |
(1LY Vil

provided we ¢an express i as a function of {x,y)
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And the solution is satisfying the initial conditions is easily given by this. First is z dz by dt is
0, z is constant at t equals 0. It has to be h of s. So, that is h of s. And dy by dt = 1, therefore y
=t + constant. But at 0 it should be 0, it is t. Now when it comes to x dx by dt z. What is z? h
s. Therefore dx by dt = h s, if you solve you get this, with this initial condition very easy.

Now u equal to h of x —y u. That is what we get using these 3 equations.

Ideally we should solve for t and s in terms of x and y and then go and substitute here. So, h
of somebody. So s = x — yu, we are done which comes from here. s = x — h of s is supposed to
be a solution u and t is the y. So, that is why you get this implicit expression u = h of x — yu.
Of course, when we admit this as an implicit solution, provided you can solve for u as a

function of x and y.
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Cauchy problem for Burgers equation (contd.)

o Note that the equation

=My =

is meaninglul even if i is not dilferentiable,
o We may be able to define a function o of (1, v}, from u = kix — v), definad on some
subdomain of £y,

o The function thus obtained may turn out 1o be differentiable on a further subdomain,

o Hence is & solution to Burgers equation.

o We will see some examples where we have the above situation,

8 Sang Savesh (T Sarctay) Asdl Do d Equuons gty 1048

So, note that this equation is meaningful even if it is not differentiable. Really just asking that
u = h of x minus yu. Imagine x is continuous equation is meaningful. Now question is
whether you can solve u in terms of x and y is another question. We may be able to define a
function u of x, y from this equation defined on some subdomain of omega 2. What is omega

2? Recall, it is a production of omega 3.

What is omega 3? Omega 3 is where the equations of the Quasilinear equations are defined.
Omega 2 is a projection of omega 3 to xy plane. Solutions will be defined in some sub
domain of omega 2. So it is possible. And function thus obtained may turn out to be a
solution, may turn out to be differentiable on a further sub domain. Therefore, it will be a

solution to Burgers equation.

So, therefore, given this possibilities, what we do in the examples is we arrive at this equation
somehow solve for you and then ask you on what domain it is differentiable. Catch hold of
that domain and say, this function defined on this domain is a solution or the Burgers
equation. That is what we are going to see in the examples later on.

(Refer Slide Time: 09:09)



Cauchy problem for Burgers equation (contd.)

Base characteristics
For each fixed s = I, What does x = fiis): + s, v = r represent as ( varies in E? i.e,,

what is tha sat
{(his)t 1 8.6} s 12 RY

Itis a straight line passing through (s, 0} having slope ,L","‘,, \
N

Lesho 21y 12048
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Now, for each fixed s, what does this represent? This is the base characteristics x =h's, t + s,
y =t. As t varies, s is fixed. What is the set? It is a straight line passing through the point s, 0.
This is the point s, 0. So, it is a straight line passing through s, 0. This point with slope 1 by h
S.

(Refer Slide Time: 09:50)

Cauchy problem for Burgers equation (contd.)

=

Base characteristics

Indeed, r=hish+sv=r gives
Lei X=hs)y+$,

an equation of a straight line having slope — and intersecting the v-axis at (s.0).

s
Take s # s». Take base chara. through (x;,0) and [s,.0}. Do they intersect?
o This question is impartant as we anticipate a potential problem here!

o Recall that any solution 1o Burgers equation is constant along each base
characteristic curve.

o Base characteristic curves are carriers of information from '

0 On Ly, u= 0150, ON Ly, te = hilsa), Whatif his,) # hisa)?

3>

Therefore, what we observed is that it is possible in principle for example, like that. This is
some s. At the next point, if the slope is like that, so that the straight line goes like this. Sorry,
this is not correct. So, at this point equation goes like that. It is fine, they do not touch here.
But on the other hand if you have like this at this point the slope is like that. So, they will

intersect.



So, base characters can intersect. It depends on h s. We will see that. So, this base
characteristics we use a notation L s. L s is a straight line L for line, s for passing through this
point s, 0 and this is the equation. Slope clearly 1 by h s. If you take 2 different s 1and s 2 and
take base characteristics through those 2 points, do they intersect? We already saw the

picture. This question is important.

Why are we asking this question? This question is important as we anticipate a potential
problem. Recall that any solution to Burgers equation is constant along each base
characteristic curve. For example, we had this and we had a base characteristic curve like that

and we had the base characteristic curve like that. So, this pointis s 1, 0. This pointis s 2, 0.

What we saw is any solution of the Burgers equation has to be constant on each base
characteristic curve and what is the value here? It is h s1 and here sorry, thisish s 2. Thisis h
s 1. So, therefore, on the green line, it is h s 1, on the blue line it is h s 2. What will it be at
this point of intersection? Problem. See base characteristics they carry information from the

gamma 2. This is gamma 2.

It carries the information which is given namely u must be equal to h x. That is the
information given on this x axis. That is being carried forward by these lines which are
characteristic curves. So, they are carriers of information from gamma 2. SoonL s 1,uishs
1,onLs2uishs2. Whatif they are not same? It means conflicting information is reaching
at the points of intersection of the base characteristic curve.

(Refer Slide Time: 12:45)
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Cauchy problem for Burgers equation (contd.)

Base characteristics
L, and L, intersect (say at {xy, vy)) if and only if
(1 =his)\ [\ [5)
({] hl.hi) (\,} § <\.\«J
has a solution,

Determinant of the matrix in the above equation is h(s;) — A(s,).

Q It his;) = hisy), then L, and L, are parallel lines passing through (s,.0) and [s:.0
respectively. Thus

L., and [, do not intersect.

Portal Cifeeerdal Equatons Lectwe 215 18

What will happen there? Solution becomes multi-valued? If at all you want to say solution, so
there is a trouble at those points. That is why this question is important. Now where do they
intersect L s 1 and L s 2? We have 2 equations, straight line equations. When you write
down, if they intersect at a point x 0, y O that should lie on both L s 1 L s 2. This is the
equation for L s 1 first line.

Second one is a equation for L s 2. And it should be satisfied. That means this system should
have a solution for x 0, y 0 is a non homogeneous system. So, if the determinant is nonzero,
definitely you have a system you have a solution for x 0, y 0. And determinantishs1-hs 2.
So, if hs 1 =hs 2, then they are parallel lines, they do not intersect. Therefore no problem.

(Refer Slide Time: 13:39)
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Cauchy problem for Burgers equation (contd.)

Base characteristics

Q |1 his;) # his:), then L and L,, intersect at

‘ \.f") | (5sh(s)) = shis v)
)

v/ sy )~ hisa) \ =1

leading to an ambiguity over the value of uixy, y).

Should it be h(s,) or his,)?

Partar Diterertial Enuadons




But if they are not equal, then the system has a solution. They intersect at this point leading to
an ambiguity in the value of the u at that point x 0 y 0. Because it is both h s 1 and h s 2 and
they are not equal. So, there is a problem there is ambiguity. Should it be h s 1or should it be
hs2?

(Refer Slide Time: 14:03)
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Cauchy problem for Burgers equation (contd.)

Comments on transversality condition

Note that the Jacobian /(t, s) is given by

diX.Y)

Jlt,s)

Jit5)

nsl wisi+1 y
i | = H(sh
| 0]

From our experience (Recall discussion during the proof of existence and uniqueness
theorem), we expect troubles at points (z.s) where

L+ 4 (s) = 0.

i@, when = -zl

We will get back to this discussion later on.

Portal Difeveorial Equaf ons

Now, let us look at the transversality condition J t, s, which is do X, Y by do t, s is this. So,
this turns out to be minus Of 1 + h dash s into t. From our existence and uniqueness theorem
for Cauchy problems for Quasilinear equations if this is nonzero, no problem. If this is O
troubles to be expected. Where is it 0? Precisely when h prime st + 1 = 0. That is from our

experience, recall the discussion during the proof of existence uniqueness theorem.

We expect troubles at points where this happens. We will get back to this discussion later,
later on.
(Refer Slide Time: 14:52)
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Cauchy problem for Burgers equation (contd.)

Comments on transversality condition

[ hisa) 1]

|t o7

Ji0, 5q) =

Hence we can apply existence and uniqueness theorem for (QL) and it guarantees the
existence of a unique solution. Indeed we got an implicit expression for «(x. y):

ulx, ¥ = hix = ulx,v)).

Portat Tiferensal Equotons

So, Jof 0, s 0, this is actually where we used to apply our theorem. Because we do not know
at a general t, so t = 0 only we have the information. But in this in the last slide, we have all
the information. We have explicitly solved everything. That is why we could write J t, s and
we know this expression. But otherwise, we do not know the particular second column at

arbitrary tonly att=0.

So, Jof 0, s 0 is —1. It is never 0. So, it just means that there is a existence uniqueness at
every point which is nearby at some points nearby the datum curve. This is a solution.
Solution exists. Good.

(Refer Slide Time: 15:42)
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Cauchy problem for Burgers equation (contd.)

We have the following implicit exprassion for a {possible) solution™®

X,y ) = hix = yulx,y))

o The above expression is meaningful evenif i is not differentiable.

0 But« - h{x - yu) may not represent a solution, the way a solution is defined.

We go ahead, without worrying about this!! for reasons explained at the beginning of this
lectura.

Porfal Citerervdal Equat one

Once again as before the expression is meaningful even if h is not differentiable. But this may
not represent a solution, the way a solution is defined, there could be problems. We go ahead



without worrying about this, for reasons explained at the beginning of this lecture. Let us
look at specific examples.

(Refer Slide Time: 16:09)
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Propagation of monotonic initial profiles
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ey}

0

Propagation of monotonic initial profiles

o We consider four examples of Cauchy problems for Burgers
o Initial profiles are monotonic functions that are piecewise linear or plecewise constant.
o Note that such functions are differentiable with the exception of & few paints.

@ Explicit expression for u(x, v) can be obtained using « = ijx — yu).

o The function « exhibits the effects of nonlinear nature of Burgers equation, and the
monotonicity of the initial profile.

o These examples highlight the role played by nonlinearity of a PDE in solutions to
Cauchy problems.

Portol Diteeerddal Equatone

So, we are going to consider 4 examples of Cauchy problems for Burgers equation. Initial
profiles, the function h of x. It is graph that can be called as initial profile. Those are
monotonic functions that are piecewise linear or piecewise constant. Note that such functions
are differentiable. With the exception of a few points, monotonic functions are very close to
being differentiable. So, they are differentiable almost everywhere.

An explicit expression for u can be obtained in these examples. The function u exhibits the
effects of nonlinear nature of Burgers equation and the monotonicity of the initial profile,



both. So, these examples highlight the role played by the non linearity of a partial differential

equation in solutions to Cauchy problems.

(Refer Slide Time: 17:09)
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Equation for the family of base characteristics (indexed by s < ) is given by

[ 1 itx=0.

=1 & nrzo

e Fors <), L, hasslope -1, u | on L.

o Fors>0, L hasslope |, u=1lonL,.

Let us draw a picture in xy-piane.

Ganos® (1T Bomoay) Partar Citererral Equapone Lectre 215 22048

Now, in this example, method of characteristics fails to determine a solution in some region
of the upper half plane, which means it is not global with respect to domain. So, consider
Burgers equation with the Cauchy data — 1 for negative x and 1 from x = 0 onwards. L sv
already observed. The family of base characteristics are equations with slope 1 by h s. So, for

s less than O, L s has slope — 1 and u is — 1 on that because the data carry forward is — 1.

For s greater than equal to O slope is 1 because hsis 1. 1 by hsis 1. h s is 1. Therefore, this
is 1, slope 1. And information it takes is 1. Solution will be 1. Let us draw a picture.
(Refer Slide Time: 18:10)
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Figure: Example 1: base characteristics and the solution

Note: In the V-shaped region, no base chara. pass. Therefore NO information (on u)
. from y-axis reaches there via base. chara.
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So, this is the picture. So, here we had s negative This is for s greater than or equal to 0.

These are the base characteristic curves. These are the base characteristic curves

corresponding to positive s. So, these are all lines parallel to y = x, these are lines parallel to 'y

= — X. Now, what happens in the in between this region. In this region no base character

curves.

So, no information is being passed from the initial data that is the gamma 2 into this region

which is in the V shaped region? That is means this not included because h of x was like that?

h of x was — 1 if x is less than O that is the reason or reason why the 0 line is not included x =

— 1. So, in the V shaped region, no base characteristics pass. Therefore, no information on the

solution from x axis reaches there via base characteristic curves.

(Refer Slide Time: 19:16)
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Example 1 (contd)

Due 1o jumpin kx) atx =0,

—1is a solution defined on the domain

B! .
LVlel X |

| is a solution defined on the domain

1T oyl Portof Ditteeerrdal Equatone

o base chara. L, have jumps in their slopes (from —1to 1) across s = 0, resulting in the
V-shaped region.

Licha 015 /a8

These are happening because the jump in h X, because suddenly shifts from — 1 to 1.

Therefore, the slopes also across s = 0. That is what results in the V-shaped region. Now, u =

— 1 is a solution defined on this domain. You can see in the picture, 1 is a solution on this

domain.
(Refer Slide Time: 19:40)



Example 1 (contd)

What to do in the V-shaped region?

Something can be done, so that we can define a ‘solution’ in that region also.
But this discussion Is out of scope for this course.
Look up the relerences mentioned earlier, whenever you are interested in this question.

Note: If we choose a k thal goes from —1 1o 1in a continuous manner, then V-shaped
region would not be there!

Thinking exercise.

So, what to do in the V-shaped region? That is a natural question. What happens in the V-
shaped region we saw were base characteristic curves. But can you define a solution in the V-
shaped region? These are questions that we ask. Yes, something can be done, so that we can
define a solution. If you observe the solution, | have put it in quotes means some generalised

notion or solution. But this discussion is out of scope for this course.

So, look up the references that | mentioned earlier whenever you are interested in this
question. So, if we choose a h that goes from — 1 to 1 in a continuous manner, then V-shaped
region would not be there. We observed that that is because a jump, sudden jump from — 1 to
1we had this problem. So, think about this.

(Refer Slide Time: 20:27)
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Example 2
In this example, solution becomes multi-valued in some region of the upper half-plane.

Consider Burgers equation with Cauchy data given by

[ L ilx<O
piv) — )
WEL 21 R0
Equation for the family of base characteristics (indexed by s £ %) is given by
| y

L} y= sk = e,
sy his)

o Fors«< 0L hasslope l,u=1onL,

o Fors >0, L, hasslope ~|,u=-lonL,
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Now let us look at the second example. Here what happens is solution becomes multivalued
in some places. So, his now 1, — 1. It is a decreasing function. It is a monotonic function, but
decreasing equation for the base characteristics is the same still. So, s less than 0, L s has
slope 1. And it carries, solution will be 1 there. And for s greater than or = 0 h is — 1.
Therefore, slope is — 1 and solution will be —1.

(Refer Slide Time: 21:05)
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Example 2 (contd.)

fffff

Flgure: Example 2: base characteristics and the solution

oy Wheredo /. ;and ., intersect?
A T Bormosyy) Portof Ditererdal Equat ong

Let us look at the picture here. But these families intersect in this V-shaped region. In this
region, maybe this line is included. But here base characteristics are intersecting and they
carry 2 different informations. So, if you want to say the solution, at this point, it is both 1
and — 1, if you want to say that. So, you have to change your notion of solution, but we see

that conflicting information is reaching there.

So, there is some problem. L — 3 and L 4 for example, L — 3 is this line and L 4 is this line.
So, they intersect here. At this point, it is both 1 because of this and — 1 because of this.
(Refer Slide Time: 22:00)
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Example 2 (contd,)

Remark:
@ «ix.v) = | is a solution defined on the domain
((x V) ERS x4y <)
Q ulx,y) = -1is a solution defined on the domain

(1€ B x=y=0L

What to do in the V-shaped region where base chara, meet?

The answer is same as given in Example 1.
Did you notice that you are thinking of ‘global solutions'?

Portal Tifeverdal Equatone Latus 215 U8/

Now, we can write down where 1 is a solution and — 1 is a solution. Once again there is a
problem in the V-shaped region. The answer is same as given before something can be done,
which is out of scope. You can read the books that | have suggested. Did you notice that you
are thinking of global solutions by asking these questions. Once you get some solution in the

V-shaped region, you have the solution in the entire upper half plane.

So, it is there the back of our mind.

(Refer Slide Time: 22:31)
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Example 3

In this example, the initial profile is a linear polynomial.
Consider Burgers equation with Cauchy data given by

hix)=1-x forxreR.

Cauchy data is a linear function, and thus it is continuously differentiable.

Let us look at the third example. Here initial profile is very nice initial profile. It is a linear
polynomial 1 — x. No jumps, nothing. Continuously differentiable C infinity it is.
(Refer Slide Time: 22:48)
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Example 3 (contd)
Using u = hix - vir), Solution is given by

|
uixy) = : forrel, v#1

o ir1s defined on the union of two disjoint sets
{y) e R :y<1}and{(xy) e R :y> 1}

o « solves Burgers equations on each of the sefs.

o Of the two ONLY {{x,v} € [¥% : v < 1} is in touch with x-axis where initial conditions
are prescribed. So solution to Cauchy probiem is defined on this set.

Portar Difteverrdal Equatons

Analytic polynomial afterall. So, let us substitute and get the expressions for you. We get u X,
y =1-xby 1-y, obviously y should not be equal to 1. So, it means the liney = 1, u is not
defined. So, it is defined on the union of 2 disjoint sets one above the line y = 1, one below
the line y = 1. You solve Burgers equation on each of these sets. Of the 2 only this one below

the line y = 1 is in touch with x axis which is where that is a gamma 2.

That is where the initial data is prescribed. Therefore that is a solution with this domain.
(Refer Slide Time: 23:34)
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Any two distinct base characteristic curves intersect at the point (x,v) = (1. 1]. Solution
becomes multi-valued at (1, 1),

Flgure: Example 3: base characteristics and tha solution

Are there regions in the upper half-plane where a soluton is not determined?

Yes, but NOT really! No base chara. at points on the line y = 1 except (1,1).

Porfal Tivererdal Equat one Lectus 215 41046

So this is the picture. Any 2 distinct base characteristic curves intersect at this point 1, 1. And
solution becomes multivalued at 1, 1. Are there regions in upper half plane where a solution
is not determined apart from the line y = 1. It looks like yes because there seems to be no



characteristics passing through this. But that is not the problem because as you see the line

from here is going like this.

So if you want to go like this, it might have gone out of the picture that is why you are not
seeing. So, characteristic do fill up all these points except these dotted points base
characteristics go through each and every point.
(Refer Slide Time: 24:25)
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Example 4

This is the most complicated example compared ta the other three.
Consider Burgers equation with Cauchy data given by

1 ifx<0,
hix)=4 1-x f0<x<,
0 dfx>1,

Portal Difevervial Enuafone

Now this is the most complicated example. Why? Because it is mixing all the 3 things, 1, 1 —
x and 0. So it is a piecewise constant and in between linear we will see, what is going to
happen.

(Refer Slide Time: 24:44)
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Example 4 (cond,)

There are three distinct families of base chara. curves. depending on s

Q F1 family: base chara. corresp. to s < 0. These are lines parallel to y = v, and along
them solution u = 1.

Q F2 family: base chara. corresp. to 0 < s < 1. This family has varied slopes, as s — |
the slopes increase from 1 (at s = 0) 0 ~ (ats = 1),

QF3 family: base chara.corresp. to s > 1. These are lines parallel to x = 1, and along
themu - ().

Parte Cffererdal Equotons




There are 3 distinct families of base characteristic curves depending on s. Earlier we had only
s less than 0, s greater than 0. Now what will we have? We will have s less than or equal to 0,
one case, between 0 and 1 and bigger than or equal to 1. Let us call give names. So, it will be
easy for us to refer to. F1 family corresponds to s less than or equal to 0. These are lines

parallel to y = x because the initial condition is 1.

So, therefore, slope is 1 and therefore, the value that solution takes along them will be 1. F2
family that 1 — x. So solution will be like 1 — x by 1 —y. F3 family is where the solution will
be 0 and the slope will be like 1 by 0. So, their lines parallel to x = 1.

(Refer Slide Time: 25:43)
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Example 4 (contd,)

o Fors<(,1,hasslope l,u=10nl,

o For 0 < s < 1, L, has slope changing from 1 to o as s moves from s = 0 (slope 1) to
i = | (slope o)

o Fors > |, L hasslope oo, u=00nL,.

Question: Do base chara. intersect?

Take s, = s,. Do the base chara. L, , L. intersect?

£ 3wl Gares™ 1T Bomaoy)
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Yes. L s has slope changing from 1 to infinity whenever s is between 0 and 1, as s goes from
0 to 1. For s greater than equal to 1, L s has infinite slope as we saw. These are lines parallel
to x = 1. So, question is do base characteristics intersect? So, we are to analyse cases whether
family any 2 members of family F1 intersect, F1 and F2 intersect, F1 F3 intersect, any 2
members of family of F2 intersect or some member of F2 intersect some family or some
member of F3. These are the various cases we have to analyse. So, take s 1 and s 2, do the
base characteristics. L s 1 L s 2 intersect.

(Refer Slide Time: 26:32)
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Example 4 (contd) [ i
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Figure: Example 4: base characteristics and the solution
hins ) / mze %

Leawe2)s 054
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So, this is the picture. Here these are all lines parallel to y = x. Here these are the lines
parallel to y axis or x = 1. And in this region which is identified here. In this region which
extends base characteristics intersect solution becomes multivalued. So, here u = 1 because
my initial condition h of x = 1 here. Here h of x = 0 for x greater than or equal to 1.
Therefore, the solution is 0. Here the solution is 1 because of this. Here it was the polynomial
1 — x. Therefore, the solution will turn outto be 1 —x by 1 .

(Refer Slide Time: 27:20)
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Example 4 (contd,) | v p
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Figure: Example 4: base charactaristics and the solution
A=) / howze T2
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Now, at what point they intersect? It is a algebra. | will skip the algebra and they all intersect
here at this point. If you start here again not do not intersect. Now, the question to be asked is
at this height do they intersect? Yes they intersect because at these points. At this height do
they intersect? | decide no. No 2 base characteristic intersect. Then rise like you know, high

jump. I raise the bar a bit and | asked is this the place?



No, it turns out this is the place where base characteristics start meeting. That is basically this
family is what is responsible for that. All of them are meeting at this. This is the first time if
you, y is called time, time the first instance where some trouble starts brewing is at t equal to
1. So, this is often called breaking time for solution.

(Refer Slide Time: 28:35)
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Example 4 (contd,)

@ L, and L,, are from F1 family:
o L, and L, are parallel to the ling y = .

o Thus no two members of the K1 family intersect.

Q L, is from F1 family, and L,. is from F2 family:
L, and L, intersect at

What is the minimum value of y,, a8 5, € {-20.0 and s, ¢ (0, 1)7 Itis 1, achieved at
51 =0and « arbitrary. x, = 1.

A0 O Furort i Eguaons 248

Lachu 219

So, 2 members of F1 family clearly do not intersect because all of them are parallel lines,
then they never intersect. Similarly 2 members of F3 they do not intersect, but 2 members of
F2 they always intersect at this point. And then you can ask when is this family intersect this
that is once again at this point. Because this line is going and here the smallest time would be
this. So, please compute this.

(Refer Slide Time: 29:53)
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Example 4 (contd,)

Q L, is from F1 family, and L.. is from F3 family:
L, and L, intersect at

The minimum value of vy, for s, < 0and 5, > 17 is equal to 1, achieved at 5, = () and
5 = 1. 0.8, (x,5) = (1,1).

Q £, and L,, are from F2 family:
L, and 7, intersect at . vo) = (1,1}

This 15 the only inersection point,

A ddl (W orehd Equdons s
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So, whenever base characteristic intersect then the thing of interest is always what is the first
time at which they start intersecting until that time they should not be intersecting. So, this is
just algebra so | just skipped. But I just keep it on the screen for some time so that you can do
the computation. As s 1 varies in minus infinity, 0 means F1 family. This is F2 family. F2 is

in 0, 1. This is F 2 family. It is 1. So, | am showing this once again through picture.

Now F1 family and F3 family, where do they intersect? At 1,1. It means some member of the
family of F1 meet some member of the family of F3 at the point 1,1. Now, F2, F3. Once
again the point 1, 1.

(Refer Slide Time: 30:43)
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Example 4 (contd,)

Q L, and L,, are from F3 family:

L, and L,, do not intersect as both of them are parallel to the line x = |

Ladie1s  dude
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Now, both of them are from F3 family. They do not intersect because they are parallel lines.

(Refer Slide Time: 30:51)
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Example 4 (contd.) From the above observations on base characteristic curves,

o No two basa chara. intersect in the open ragion bounded by x-axis and the ling y = 1.
o The solution is uniquely determined in that region and is given by

1 fx<y,
ufx,y) ::: ify<x<l,
0 ifxzl.
o Observe that « is not a differentiable function on the line segments

v=y,andr=1.

with 0 < v < 1.
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So, no 2 base characteristics intersect in the open region bounded by x axis and the liney = 1.
We have observed this. Solution is uniquely determined in that region and is given by this
formula. Observe that u is not a differentiable function on the line segment x =y and x = 1.
(Refer Slide Time: 31:20)
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Summary

Q@ We discussad 4 IVPs for Burgers equation.
@ We understood that & solution may not be determined on the entire region 2, where
PDE is definad due to
o Base chara. curves not filling the entire region. or
o Base chara. curves intersecting with each other and thus carrying infarmation from

more than one location which might be in conflict with each other

Q How to overcome e obstacles (of the type discussed above) and have a “solution”
wheraver tha PDE is defined in the context of Burgers equation will be discussed in
the next lecture.

8. Saty Gasedy 11T Bueriney) Arsu Difrend Equalus Littau s asdg

Let us summarize. So, we discussed 4 initial value problems for Burgers equation. We
understood that a solution may not be determined on the entire region omega 2 where the
PDE is posed due to base characteristics not filling up the entire region. This was the case in
one example. Or base characteristic curves intersecting with each other, this is true in the

other 2 examples and carrying in conflicting information, possibly. That is a problem.

So, now, question is how to overcome these obstacles of the type that we discussed above and
have a solution. That means we have to define a new notion or solution. Wherever the PDE is
defined, we want that in the context of Burgers equation. Let us limit ourselves to the context
of Burgers equation. That will be discussed in the next lecture, where we will be worried only

about how to view a meaningful solution.

Or how to make sense of these functions which you obtain here as solutions in some kind of

generalised sense. That will be discussed in the next lecture. Thank you.



