Partial Differential Equations
Prof. Sivaji Ganesh
Department of Mathematics
Indian Institute of Technology — Bombay

Lecture — 2.13
General Nonlinear Equations 4
Local Existence and Uniqueness Theorem

In this lecture, we are going to complete the proof of local existence and uniqueness theorem

for Cauchy problems for the general nonlinear equations.
(Refer Slide Time: 00:28)
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Chapter 2: Cauchy problem for nonlinear equations 4
Local existence and uniqueness theorem

o Recap

Q Step 3: D(iining a candidate solution

@ Definin Candidate sofution by applying inverse function theorem

o Step 4: Candidate solution is a solution

So, we start with a recap of what happened so far. And then we go to step 3 with namely

defining a candidate solution. So, we will define a candidate solution by applying inverse

function theorem and then we show that the candidate solution is indeed solution.

(Refer Slide Time: 00:44)
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Quasilinear, General nonlinear equations

alx, y.u)ue + blx,you, = el y,u). (QL)

F(x,y, u,u,uy) = 0. (GE)

So, this is to recall the notations QL stands for Quasilinear equation and GE stands for
general nonlinear equations or sometimes we will call it as fully nonlinear equations. Of
course, GE contains L, SL as well as QL. But when it is presented in this form, it is called
generally nonlinear equations.

(Refer Slide Time: 01:06)
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Solving Cauchy problem for (GE)

Where are we?

)
(Refer Slide Time: 01:10)



Key Steps in solving Cauchy problem for (GE)

o Step 1: Obtaining a system of ordinary differential equations for characteristic strip.
o Step 2: Finding an initial strip.
o Step 3: Defining a candidate solution.
o Step 4: Establishing that the candidate solution solves Cauchy problem.
Steps 1 and 2 were successfully implemented so far.

o Let us recall the difficulties which are new to (GE)
o What were the ideas that helped us to overcome them?

O i ki

Where are we in solving the Cauchy problem? The key steps involving the solution of the
Cauchy problem were identified. Step 1 is to obtain a system of ODEs for the characteristic
strip and step 2 is a finding an initial strip. Third one is to define a candidate solution and
fourth one is establishing that the candidate solution is indeed a solution. So, steps 1 and 2

were successfully implemented so far.

Unless, we call the difficulties once again, which are new to GE when compared to QL. And
what are the ideas that helped us to overcome them.
(Refer Slide Time: 01:48)
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Difficulties and their resolution in Step 1

@ Qur analysis was mofivated by [QL)

o (QL) gave Chara. direction.

+ Chara. direction gave rise to Chara. Curves

o Chara. Curves made up an integral surface.

So, our analysis was motivated by Quasilinear equations, QL. So, QL gave us characteristic
direction. Characteristic direction gave rise to characteristic curves. Characteristic curves

made up an integral surface.



(Refer Slide Time: 02:05)

Useful Idea

o We observed that for (QL), the Chara. direction is the envelope of possible
tangent planes.

o We found that the same idea works for (GE) as well.

A Chara. direction at a point P[x,y.z) is given by
u‘lv‘,,alal.(p. Fo(P.p.q). pF(P.p.ql + qFy(P.p.ql)

where p, g salisfy Flx,y.z.p.q) =0,

Now, equation GE does not give away a characteristic direction. So, useful idea, we observed
that for Quasilinear equations, the characteristic direction is the envelope of possible tangent
planes. In fact, the possible tangent planes envelope is a straight line which has the
characteristic direction. So, we found that the same idea works for GE as well. So,
characteristic direction ata point P xy zisgivenby FpFqpFp+qFaq.

The argument has to be F p P p g, P stands for x y z; p and g, they are such that F of this is 0.
(Refer Slide Time: 02:56)
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Step 1: Difficulty 2 for (GE):

(Chara.ODE) are incomplete for (GE).
Curve having Characteristic direction

dy

PN
dr
(.’| 2
- Falxy.zpq)
(s
d: : .
= PEAX P = gF X . q).
al

along with (x(0), v(0),2(0)) = {xp Yo, 2],

(chara.ODE) Is NOT solvable since p. ¢ are unknown. Need to complete the system
{chara.ODE) .

And characteristic ODE system is incomplete for general nonlinear equation, because when
we try to find a curve which has a characteristic direction, it has to satisfy this set of ODEs,

namely chara ODE, but here p and q appear which themselves are unknown. So, this is not



solvable and we need to add equations or supplement the system with another 2 equations;
one for p and one for q.
(Refer Slide Time: 03:24)
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Step 1: Difficulty 2 for (GE):

System of ODEs for tha charactaristic strip was derived.

dr

i Folxyzphg)

dy :

i Fylx,y,z,0.4)

& FolX. 2.p.q) + gFe(x.y.2.0.9)
il PRGN T Pg) + g\ X Y. 5 PG
(;p = =Fdryap.q) = pEixy.apg)
d

aq = =Finyapq) —9F:ixy.p.q)

~ The sytem of ODE (2) is denoted by (Chara.Strip.ODE).

It has been achieved and that was called chara strip ODE where the dp by dt, dg by dt
equations have been added.
(Refer Slide Time: 03:34)
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Difficulties and their resolution in Step 2

Question: Can we pass Chara, curves through points of the datum curve?

Answer: We need to solve (Chara,Strip.ODE) wilh initial conditions given by points of
the datum curve.

o initial conditions for r. v,z are given by datum curve.

o NO initial condlions are known for p, g.

@ They were found in Step 2, which was called ~ind
Next Step is to soive the initial value problem:

(Chara.Strip.ODE) + an initial strip

to define a a candidate solution.

Now, next question is that, can we pass characteristic curves through points of the datum
curve? This is what we did in QL. So, for that we need to solve chara ODE with initial
conditions given by points of the datum curve. Initially conditions for x y z are given by the
datum curve; no initial conditions are known for p and g. So, they were found in step 2 which

was called finding an initial strip.



Next step is to solve the initial value problem chara strip ODE plus an initial strip that will
give you a candidate solution.
(Refer Slide Time: 04:12)
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Road ahead is smooth

From now onwards assume that

@ the system (Chara.Strip.ODE) is given and
Q an Initial Strip
(F(st.glx) hls),pls), gls))

consisting of¢"' functions on an interval containing s, Is glven.

Let the functions X(r.s), Y{r.s). Z(r.5), P(t,5). Qit,s) solve the IVP

(Chara.Strip.ODE) and Initial Strip.

It will define a candidate solution. We are going to see that. So, from now onwards, what we
assume maybe in deriving these equations, we have assumed a certain higher smoothness
conditions on f g h and F or maybe u but do not worry. Now onwards, we assume this that
characteristics strip ODE is given; equations are given to you. You do not have to derive.
And initial strip consisting of C 1 functions is found.

Of course, we cannot find perhaps throughout gamma, but you look at a point fs0,gs0,hs
0 on gamma. And hence, | want this to be defined nearby that point p 0. And let this functions
XY Z P Q, which are functions of t and s; solve the IVP. What is IVP? Chara strip ODE
supplemented with this initial conditions coming from initial strip.

(Refer Slide Time: 05:12)
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Step 3: Defining a candidate solution

Application of inverse function theorem to define
a Candidate solution

Now; defining a candidate solution: this is where we need to apply inverse function theorem
to certain functions and then get a candidate solution.
(Refer Slide Time: 05:26)
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Step 3: Defining a candidate solution
Now we are interested in the invertibility of the function

near the point {0.s) € J x 1.
To apply inverse function theorem, the Jacobian /{0, 5, ) is required to ba non-zaro, where
J10, 5y} is given by
Xel0.5a) X,(0,80) I‘,. (Ca) f’L\;H
J{0.5g) = g ) -
Hi0,5) ¥,00,5) Fyl) g'(s)
where we used the notation (y = (f(5y). g{sa). s} po-qo ).

The Jacobian condition is precisely the transversality condition for base

charactenstics and

Note that /(0. 5,) is the same as A,

So, we are interested in the invertibility of this function. What is this function? This is
actually a base characteristic curves; the trace is base characteristic curves as a t various
passing through the point f s g s which is on gamma 2. So, near this point 0, s 0 which
belongs to J cross I. So, now, to apply inverse function theorem, the Jacobian is required to

be nonzero.

Of course, we need to check whether phi is 1 that is C 1 because x and y are solving ODEs
therefore, the derivative with respect to t is continuous, no problem. With respect to X is also
differentiable and C 1 because other differential dependence. So, we have this C 1 of phi.



Now, we need that the Jacobian is nonzero. The Jacobian is this. As before, we do not once

again analyze with g of t s because nothing is known for a nonzero t.

So, only at 0, it is known. J of 0, s O, the Jacobian is this, which is F p F g at the point C 0 and
f dash s 0, g dash s 0. Of course, the way we got p sand q s is such that p of s0is p 0; q of s
0is q 0. So, you could as well write here p s 0, g s 0 but remember, we started withp 0 q 0 a
particular solution of system of equations, which define p s and g s later on. So, you can write
ps0qsO0,pO0qO0 because both are actually the same.

Now, the Jacobian condition is precisely the transversality condition, f prime g prime
corresponds to what, tangent to gamma 2, tangent to the gamma 2. What is gamma 2?
Projection of gamma 2 x y coordinate omega 2, these are tangent. This is the base
characteristics; tangent to the base characteristic of this direction F p and F q. We have to

assume these nonzero that means they are not parallel.

So, base characteristics cut gamma 2 that is the transversality condition. This is same as the
delta O that we saw in the step 2.
(Refer Slide Time: 07:44)
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Step 3: Defining a candidate solution

By invarse function theorem, there exist

@ anopen subset £ of / « { containing the point (0, sa), and an open subset £ of (2
containing the point (X{0.,sy). ¥(0, 50)1 i.€., (f{se). 2ls01),

© a continuously differentiabie function ¥ : F — E such thal

Bod - fg, botb - I,

where I;: and 7, are the identity functions defined on £ and F respectively.

So, defining a candidate solution by inverse function theorem, there exists an open subset E
of J cross | containing the point 0, s 0. And F which is an open set of omega 2 which contains
X of 0,s0; Y of 0, s 0, which is actually fs 0, g s 0 and a continuously differentiable function
from F to E such that these 2 compositions are identity maps on respective spaces.

(Refer Slide Time: 08:16)
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Step 3: Defining a candidate solution

e E———F
= ~ . ‘Il
1£.5) {xy)
Denoting
Yix,v) = (Tlx,y), S(x. ¥},

the equations

ol Ip dol = [
. *
yield

t=T(x¥], £ =8(x

There is a picture which depicts. So, this is the phi map event. Inverse function theorem told
that there are neighbourhoods E and F and a map psi defined. These where we are using t s
coordinates. Here we are using X y notation. We are restricted to, E is a diffeomorphism and
so on. And denote psi of x y = T of x y, S of x y and the equation psi circle phi identity on E.
Phi circle psi identity on F. They givet=T Xy, s=SXYy.

(Refer Slide Time: 08:51)
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Step 3: Defining a candidate solution

From last slide,
Tix.y). s = S(x, ).

Recall that Z(r. s) was expected to be the value of a solution at the point (X(t, s). ¥ir,5)).
This motivates the definition of a candidate solution for the Cauchy problem as

u:F=R gvenby wlx.y)=2Z{Tlxy),S(xy}-

As the function « is & composition of two €' functions, by Chain rule u ¢ C'(F).

Step 3 successfully completed!

So, recall that Z t s was expected to be the value of the solution at the point X ts, Y ts.
Therefore, this motivates us to define a candidate solution by using this Z. So, u define an F
toR,uofxy=Zof T xy, Sof xy. As a function u is a composition of 2 C 1 functions. By
chain rule, u itself is C 1 function on F. So, step 3 is successfully completed. We have defined
a C 1 function as a candidate solution.

(Refer Slide Time: 09:33)



Step 4: Candidate solution is a solution

(Refer Slide Time: 09:37)
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Candidate solution is a solution

The function

w: F—Rogivenby aulxy)=ZiTxy).Sxy)

Is a solution to the Cauchy problem if
@ The following identity holds for every (x.y} € F.

F vy u(x, v} ulx, vy, ) =0,

@ and the Cauchy condition u(f(x),(s)) = his) is satisfied for s = /' where /' is a
subinterval of /.

In the next step, we are going to check that this is indeed a solution. So, this is a solution to
the Cauchy problem if the following identity holds for every x y in F, that is Fof X y, u x y, u
X Xy, uy xy=0. And the Cauchy condition u of fs g s = h s is satisfied.

(Refer Slide Time: 10:03)
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Proof of (2)
u: ¥ -+ R givenby (l]l.;e_. Z(Tix.y).80c.y))
Let

= {sel: (fls).p(0) € F).
Observa that T (f{s), 2(s)) = and § (fis).gls)) =sfors € /.

Thus for s = I', wa have

ulfis),zls)l Z(T(fix),208)), S(fis), zls)))
= 7i0,3)
= hll\':u
This shows that Cauchy condition s salisfied., M

So, define | dash to be those values of s in | for which fs g s belongs to F. So, this is the I
dash which came there. So, s belongs | dash. We will be; the datum curve will be on the
corresponding integral surface defined by this s. So, observe that T of fs g sis 0 and the S of
fsgsiss. Thus, for s in | dash, we have u of fs g s equal to by definition u of fs g s u; of
any 2 quantities is T of fsgs, S of fs g s but that is nothing but Z of 0, s which by the

definition of Z is h of s.

Therefore, Cauchy condition is satisfied that means, a piece of the datum curve lies on the
integral surface corresponding defined by this function u. Now, we have to still check that u
solves the PDE.

(Refer Slide Time: 11:13)
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Proof of (1)
Proving that for every (x.v) & F

P vonlx v)oaglx, v el v)) o 0
holds is the same as showing that for every (r.s) < £,

FiX(0, 81, ¥it,8), 200 8) 00, (XUL8), Y81} oy iXTns), Yl =0

We already know that for {r.s) € J x 1,

FiXi.s).Yit,s). 2. s;.PQ.(}.(_)j,'..v:‘, =




So, proving that for every x y, u satisfies the PDE namely Fof xyuxyuxxyuyxy =0
holds is the same as showing that for every tsinE,F XtsYtsZtsuxof XtsY tsuy of
XtsYtsis 0 because x y and t s are in 1-to-1 correspondence via diffeomorphism.
Therefore, showing this is same as showing this and we already know that for t s in J cross I,
Fof XtsYtsZtsPtsQtsisO.

This, we have seen in step 2 in while defining initial strip, we did that. So, this is more we
want to show this there is a difference between the 2. The difference being in the last 2
coordinatesu X X ts Y tsishere, Ptsishere,uy XtsYtsishere, Qtsishere. Suppose,
we show that this pair of functions of t s is same as this pair, then we have shown this
because it is already known. So, let us try to do that. Let us show that Ptsisux XtsY ts;
Qtsisuy XtsYts.

(Refer Slide Time: 12:41)
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Proof of (1) (contd.)

If we show that for [r.y) € £,

PG, s) = u (Xt 8), Yins)) . @, s) = (X8}, Yirs))

holds, then for {.5) € E,

So, this is a triple star is what we want to show, then this whole with this we already observed
on the last slide that completes the proof. So, what remains to show is these 2 equalities.
(Refer Slide Time: 13:04)



Proof of (1) (contd.)

For (1,5) £ E, how 1o prove
Plrs) = uc (Xits). Yins)). Qins) = uy (Xit,s), Y{rs})? (%)
We prove that the two pairs

[ (X[r.5), Yit.5)). ue(X[r.8), ¥(2,5))) and {P{r.y}, Qlt,5))

are solutions to a system of linear non-homogeneous equalions having a unique
solution. This proves (***)

How are we going to show that? We prove that this pair and this pair are same by showing
what. We will show that this pair is a solution to a system of non homogeneous linear
equations. This is also a solution of non homogeneous linear equation, the same system has a
unique solution because the coefficient matrix there will be invertible. Therefore, the solution

must be the same.

We know that the system A x = b if you have a x 1 = b and you also know you are at A X 2 is
equal to b that would imply x 1 = x 2 if you know that A is invertible. Solution is unique. So,
we are going to show this. We are going to derive the system of linear equations, which both
the pairs satisfy and we will show that the coefficient matrix is invertible therefore, the

solution is unique.

Therefore, if you knew A x 1 =Db and A x 2 = b, then it must be that x 1 should be equal to x
2 and then it will follow that this pair, this pair is same as this pair which is triple star. So,
now we have to get those systems. How do we get that system?

(Refer Slide Time: 14:35)
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Proof of (1) (contd.)

Differentiating the equation zit,s) = u(X{2, s}, ¥it,8)) wirt s and r gives
"';,".'.\I"] ("v\',‘{.«: Yilt \_{') ['/u,-,\';,'_\'] )'v;_n;"']
(‘..'vlr,mj ,..A\.u,u it s} ]\ (Xns), Yits)) :
The same system of equations is satisfied by the pair (P{¢.s). Qir.s))
"':‘IFAI '\r §) Yo\ (Pits) p )
(-‘-‘“"*“J ] \Xilr.s) Viles) ) l() \] (S

The second equation of {5) follows from (Chara.Strip.ODE).

So, differentiating this equation z t s equal u of X t s Y t s with respect to s and t will give us
2 equations, for convenience in the matrix form. What is z s? z s that is the first equation, z s
means u X into X s. That is easy u x into X s plus uy into Y s so, Y sinto u y. So, that is a
first equation, this one, this into this. These are matrix, these are vector, these are vector. So,

this equation is very clear. Now, we claim.

So, what is this equation? This is satisfied by u x X ts Y ts,uy X ts Y ts, this matrix acting
on that will be zsts ztts. Now, we are going to show P t s Q t s also satisfy same system.
See the coefficient matrix is same. In this case, | have written as the left hand side. So, this is
same. This is same and if this is invertible, these 2 must be same. Is this invertible? That is

the question.

It is invertible because change of variables, this is a Jacobian corresponding change of
variables. Therefore, this will be always invertible. So, therefore, the moment we establish
this system, it automatically follows that this pair is same as this pair. Now, how do | derive
this 5 actually stands for this equation? How do | derive is missing in the latest compilation it

has vanished.

The second equation follows from chara strip ODE because that is what it is zt = X t p plus
Y tqg. What isthe X tand Y t? They are F p and F g, so, it is p of p plus g of g, therefore, this
follows. So, we are to show the first equation.

(Refer Slide Time: 16:38)
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Proof of (1) (contd,)

The first equation of (5) Is %11 £ £

A1z ¥ L0t Plt.s\X. it s l‘_/:.‘_'vl'l.;' ¥ {l.
For each s, we show that A, s) solves the IVP

Ac+FA=0, AlD,5) =0

Note that A{0.s) = 2'[s) — p(s)f(s) — g(s)¢'(x) = 0 for all s, by definition of initial strip.

The first equation is this we want to show. So, we want to show that this thing equal to 0. Let
us call it by A ts. We want to show that A t s is O for every t s in E. How are we going to
show this? Because these features derivative with respect to s that may be the difficulty. For
each s, we show as a function of t, it solves an initial value problem AtplusFz=0,Aof0s
= 0. We will show that it solves this initial value problem.

Now, by uniqueness of solutions to initial value problem A t s must be 0 for all t. Why?
Because this initial value problem we have only 0; 0 solution is a solution, A of t =0, is a
solution? Here, it satisfies this condition. Therefore, if this is a linear equation, if this is a
continuous coefficients, this will be Lipschitz therefore, you have a unique solution.

Therefore, A t s will be 0 for every t and this happens for every fixed s.

Therefore A tsis 0 for all t s, fine. So, we have to derive this equation that is all remains to
show. A of 0 s is O for all s. This is coming from the definition of initial strip, h prime equal
to p f prime plus g of q g prime.

(Refer Slide Time: 18:21)



Proof of (1) (contd.)

Differentiating A(z, s) 1= zele.x) — Ples)X e x) — Q)Y it x) wert. ¢ (arguments are
suppressed lor functions below) gives

A = z0-PX.— O, - PXy - O,
Bl
= = (u=PX - Q¥) + PX, = QY- PX, - O,
Pyt QF, + X[ PE) VAR, |+ OF)
J

- (F) = ez - P oy,

FA x

In this computation we used }',';:H = (), a consequence of F|X.Y,Z,P.Q) = .

Arbid O Fores i Equdin's

Differentiating A t s, we have to derive an equation satisfied by At s. So, the only thing you
can do is differentiation. So, Atequaltozstat, Pt Xs, QtY s, PXstQY st Now, asmall
rearrangement is required it is an algebra. So, that we will get minus F z into A. So, we are
going to use chara strip ODE equations here and we end up getting this. That is same as
minus F z A, because this is 0. So, we use that tau by tau of F is 0, which is a consequence of
Fof XY ZP Q being 0.

(Refer Slide Time: 19:14)
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Proof of (1) (contd,)

o Note that the coefficient matrix appearing in the system of equations (4) and (5 is
the same.

@ Its determinant is given by

o Itis tha Jacobain corresponding to the change of coordinates (x, v and (1, 5), thus
non-zero.

Thus the linear system (4)-(5) has a unique solution. 1

Thus we have proved the following local existence and uniquanass theorem. Uniquaness
proof proceeds as in (QL)

So, note that the coefficient matrix appearing the system of equations 4 and 5 is the same, we
already observed. Its determinant is precisely this; it is the Jacobian corresponding to the
change of coordinates x, y and t s. Therefore, it is always nonzero. Thus, the linear system 4,5

has a unique solution. Thus, we have proved the following local existence and unigqueness



theorem. Uniqueness proof proceeds as in the case of Quasilinear case, so | am not going to

do it here.
(Refer Slide Time: 19:48)
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Assumptions on F:

@ Lat 24 be an opan and connected subsel of B,
Q Let F e C*(0s), F, and F, satisfy

I'"slsz)'.;.p.q) + }'$|1'..\'.;.p.q) #0 Y{ryup.q €8s
Assumptions on Cauchy dala I':
@ Let I' be a continuously differentiable parametrized curve: that is,

I': x=f(sLy=gls} c=his) s€l,

where / C Risaninterval, and . ¢, h ¢ C'{1).

So, what is the theorem? Assumptions on F, omega 5 is an open set connectedness is not
required, but open set. Let F be a C 2 function that we cannot dispense with. F p and F q
satisfy that both of them cannot vanish simultaneously at any point omega 5. Assumptions on
Cauchy data, f g h are C 1 functions. So, no need of C 2 functions, just C 1.

(Refer Slide Time: 20:14)
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Theorem (cond.)

Assumptions on Initial strip and transversality condition:

@ Assume that the system
F(fis), gis). h(s). p(s).qls)) =0 (IS-1)
PisIF s} = qls)g'(s) = is). (18-2)

admits a solution {p(s). g(s)| where p{x} and ¢is) are continuously differentiable
functions on the interval 7 such that the transversality condition holds at s = s,!

fs) Fu [ (sa). glso) sy ). po. ga)

.';
2'ls0) Fy(f(sa). 8lso) hisa). po- ga)

And assumption on initial strip and transversality condition: So, assume that the system f s g
shspsqgs=0;psfdash plus q g dash = h dash admits a solution p s, q s wherep s, g s are
continuously differentiable functions on the interval 1. Actually we have, it is enough to work

with the existence of these kind of functions for s in a small interval containing some point s



0. We got finally the conclusion of inverse function theorem or implicit function theorem or
local.
(Refer Slide Time: 20:53)
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Theorem icontd.)

Conclusions:

¢ The general nonlinear PDE
Fix, i =0

admits a solution defined on an open subset D of 2,

@ The point (f1s). g{sa)) € F, and satisfies u(f(s},g(s}) - his) for those s ¢ / for which
(fis).gls)) € F.

o Further, the solution is locally unique.

So, | assume that transversality condition. Conclusions are the general nonlinear PDE admits
a solution defined an open subset of omega 2 for the Cauchy problem that is missing here
Cauchy problem. Cauchy problem for general nonlinear PDE admits a solution defined an
open set of omega 2 which is F actually, it is not D. It is actually F, we have found. D is equal
to F in the proof we have. D is equal to F and the point fs 0 g s 0 in the F satisfiesufsgs =
h s s for those s for which this is in F. Further, the solution is locally unique.

(Refer Slide Time: 21:44)
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Example

Consider the Cauchy problem for the nonlinear equation
W ohul =1
where Cauchy data is given by F(»s2,%)= Pt ]
ulx,y) = 0for (x.y) suchthat x* 4 y* = 1. f- 2 b
b=
Let us parametrize the given Cauchy data as fo, - 2V

;
P Y g
I x=coss. y=3ms =0 s :” 2% ?Y‘. +1'F’V = 2P
The system of ODES for characteristic slrips for the given equalion is

. " a- fr (o
ax =7 ay a .’ ap -0 ai —0

=3, = =2 = =2
& dt dr dr

So, let us solve an example of where we are going to solve a Cauchy problem for a nonlinear

equation, the simplest nonlinear equation u x square + u y square = 1. Cauchy data is given



by u is 0 on the circle x square + y square = 1. So, first thing as always is to parameterize the
Cauchy data, x = cos s, y =sig s, z =0, s in the interval 0 to 2 phi system of ODEs. So, what

isFofxyzpq,psquare + g square — 1.

So, in this example, so, we should always write this, what is this, function. From here, we can
compute very easily Fx Fy F zare O; Fpis 2p; F qis 2g. So, dx by dt is F p therefore, 2p; dy
by dt is F g therefore, 2q; dzby dtispFp+qF g. Whatisp F p + g F q? Let us write down
once again. Fpis2p; Fqis2qg;p Fp+qFqisequal to2p square + 2q square, but the
equation says p square + q square = 1. Therefore, this is 2. And dp by dt is 0; dq by dt is O
because our F does not involve x y z at all.

(Refer Slide Time: 23:29)
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Example (contd) v

Completion of [" into an initial strip

Find solutions (p(s},4(s)) to the system of equations ol {

Rttt gl gy 2 f B)
PisI® +qis) L pls)i=sms) + gla){coss) {) ‘//QI'»}; b i

The above system of equations has two solutions that are smooth functions of s, namely,
T ——

Pl gy (s) )= lenss sy and (paly), gaiy | = CO8 S, = Sy

So, we have to now complete into an initial strip the datum curve. We have to find psqs
satisfying 2 conditions. One is the equation p s square + ¢ s squared = 1. Second is p f prime
+ q g prime = h prime that will give us this. Now, we have to find solutions. Here, we see
clearly 2 solutions of course, you may say infinitely many solutions, because you can mix

both of them because it is an algebraic or whatever transcendental equation.

At some s, you can be here; at some other s, you can be here. You can keep on oscillating, but
that is not good, what we need; is not smooth function? It is very important, because what we
are trying to solve just recall whether Quasilinear or fully nonlinear, we take gamma; we take
a point on this and we pass a characteristic curve through that and repeat for everything.

Whenever you choose a point on gamma, it will correspond to some s.



And then you are simply passing a characteristic curve through that. Another s dash you take,
you pass another characteristic curve. Why should these characteristic curves together teach
or view a surface that would happen if things underlying are smooth functions that is why f g
h, we assume C 1 functions. So, here we need to assume p s g s also smooth functions,

otherwise we do not expect.

So, that is why there are 2 choices for smooth functions. So, p 1 s q 1 s is cos s sin s, other
one is minus cos s sin s. So, smooth is very important.
(Refer Slide Time: 25:15)
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Example (contd.)
By taking the initial strip as (ross.sin s, ), cos s, 5in s, the solution of the {Chara.Strip.ODE)
satisfying the initial conditions

Wil wos S, V0 =sing, 20 =10 Pl0) = woss, ¢l0) iy
is given by

X(t,8) = (24 )cosy, Y(t.8) = (204 1)sins, 2(t.8) = 20,

Pir,s) = coss, Q[n5)=sns

From the first three equations, we get

Thus, the function Z is given by

So, there are only 2 if you insist on smoothness. Now, if you take the initial strip where p q is
taken to be cos s and sin s, the solution of chara strip ODE will be this. I am not going to the
computation because a very simple ODEs that you can solve. So, these are the solutions X t s
Yts ZtsPtsQts. Now, from the first 3 equations, we get this relation X square + Y
square = Z + 1 whole square and Z t s is given by this formula on simplification again that.
(Refer Slide Time: 25:55)
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Example (contd.)

We define a pair of functions by

Thus the solution to Cauchy problem is given by
u a0} = =1 ad oyt

The function ua(x, v) = =1 = \/¥* + 1* does not salisty the Cauchy data.

If we proceeded by taking the initial strip as {coss, sins, 0. ~ cuss, - sins], then we would
have got the solution as uix.v) = 1 — /x* + 3=

So, we define a pair of functions u 1 and u 2; one with plus sign, one with minus sign, then
the solution to Cauchy problem is given by this and not the minus 1. Why? It does not satisfy
the Cauchy data, you can check that. So, if we proceeded by taking the initial strip as minus
cos s and minus sin s, then we would have got this as a solution and not this. This will not
satisfy the Cauchy data, this will satisfy.

(Refer Slide Time: 26:29)
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Summary

@ A candidate solution was defined.
Q Verilied that it is indeed a solution to the Cauchy problem,
@ Acloser look at the proof of Existence and Uniqueness theorem reveals

o Proofs of existence and unigueness theorems for both (QL) and {GE) are strikingly
similar, once Characteristic strips have been obfained.

o The extension of ideas from (QL) to (GE) were clearly brought out in our presentation

So, summary is for this lecture is that the candidate solution was defined, we verified that is
indeed a solution to the Cauchy problem. A closer look at the proof of existence and
uniqueness theorem reveals proofs of the existence and uniqueness theorem for both QL and
GE are strikingly similar, actually the same, but for obvious modifications. Once;
characteristics strips have been obtained, because we need that X ts, Y ts, Zts. And we

always work with X t's, Y t s to get inversion. Inverse function theorem is applied only for X



t s 'Y t s whether it is QL or GE and the extension of ideas were clearly brought out in our
presentation.
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Thank you

So, this completes the analysis of Cauchy problem for general nonlinear equations. In the

forthcoming lectures, we take up some problems based on this. Thank you.



