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Hello and I welcome you to the last module of this course on Econometric Modelling. In this
last part that is part 8, we are discussing modeling long-run relationships and I have already
discussed stationarity and unit testing procedures. The last thing that I am going to discuss is

the basics of cointegration.

Now, before that, I need to tell you that how cointegration is actually related to stationarity
and unit testing. Once we find a series non-stationary then so far, I have discussed how we
can difference the series and make it a stationary one, because we cannot directly work with

non-stationary series.

But then there is of course a possibility of working with non-stationary series as well because
differencing leads to some kind of loss of information. So, in order to avoid that, what we can
use is the concept of cointegration. Cointegration does not require us to difference the series

but still, it can be used for estimation purposes. So, let us see what is cointegration all about.



(Refer Slide Time: 1:33)

Cointegration

+ If a series has d unit roots then it is called an integrated process of order d and
denoted by I(d). If two time series X, and y, are |(d), then in general any linear
combination of them will also be I(d); i.e. the residuals obtained from a
regression of y, on X, will also be I(d).

* If however, there exists a vector J§ such that y, — fx, is of a lower order of
integration, I(d - b), where b > 0, then in 1987 Engel and Granger defined X, and
¥, as co-integrated of order (d, b), denoted by Cl (d, b). _

+ This means that if y, and X, are I(1) and u, is I(0), where u, = y, = fx,, the two
series would be cointegrated of order C/ (1, 1). o ' F

+ This implies that if we wish to estimate the long-run relationship between y, and
X, itis only necessary to estimate the static model,

J’t/z fxi + W (1)
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If a series has d unit-roots, then it is called an integrated process of order d and it is denoted

by I(d) that has already been discussed. So, a series having d unit roots is actually a non-
stationary series. The way we used to call the non-stationary process of 1 unit root as I (1)
series and a stationary series can be denoted by I (0) series with d unit-roots would be called

an integrated series of order d and denoted by I(d). If (refer slide time: 2:04- 3:30).
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A
Engel-Granger (EG) Approach of Cointegration

+ This regression achieves a consistent estimate of the long run relationship
between the variables in the model. This arises because of the “super-consistency’
property of the OLS estimator when the series are co-integrated. According to the

H : + Py
super-consistency property if y, and x, are-Co-integrated processey such that the
error terms becomes an 1(0) process; then s sample-size becomes larger, the OLS
estimator of f converges to its true value at a much faster rate than the usual OLS
estimator with stationary variables,

+ The economic interpretation of co-integration is that if two or more series are
linked to form an equilibrium relationship spanning the long run, then even
though the series themselves may contain stochastic trend, they will nevertheless
move closely together over time and the difference between them is constant or
stationary.
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Now we are going to deal with primarily Engel-Granger’s approach of cointegration. This

regression achieves a consistent estimate of the long-run relationship between the variables in
the model. This arises because of the super consistency property of the OLS estimator when

the series are cointegrated.



So far, we discussed the concept of consistency, consistency was introduced in the very
beginning itself, which is a property of the OLS estimators an asymptotic property or a large
sample property. Now, there is something that comes is the concept of super consistency. So,
according to the super consistency property, if y, and x; are cointegrated processes, such
that the error term becomes an I (0) process. Then as the sample size becomes larger, the
OLS estimator of Bconverges to the true value at a much faster rate than the usual OLS

estimator with stationary variables.

So, first of all, the concept of consistency actually told us that § converges to its true value.
So, when fconverges to its true value with an increase in the sample size, then we call it a
consistent estimator. But when [ converges to its true value at a much faster rate than the
usual OLS estimator, because of this cointegration properties, then we call it super

consistency.

The economic interpretation of cointegration is that if two or more series are linked to form
an equilibrium relationship spanning the long run, then even though the series themselves
may contain a stochastic trends, they will nevertheless move closely together over time. And

the difference between them is constant or stationary.

(Refer Slide Time: 5:21)

A
Example of Cointegrated Series -
(w1

~m_Suppose, measure of
money supply in UK (m,)
» and aggregate price level
— (p,) are to be /(1) series.
They appear to move
together  over  time,
suggesting that there exists
an equilibrium relationship.
The outcome of regressing
/ ~ym.on p, (plus a constant) is
‘.,;i_-'-'i,")'to obtain the residual series
="y, which on visual
' R inspection might be 1(0)
as! S stationary. This  suggests
that there possibly exists a
(Cointegrating vector-,
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So, I will explain this concept with an example. Suppose the M1 measure of money supply,
can be called the narrow definition of money in the UK which is denoted by m, , and the

aggregate price level denoted by p;, are I (1) series. They appear to move together over time,



you can see that they are moving together over time suggesting that there exists an

equilibrium relationship between them, they may exist.

The outcome of regressing m; on p, plus constant is to obtain the residual series u;, which
on visual inspection might be an I (0) series. So, this is what is our, the estimated u,, denoted
by e, this is our estimated residuals. And this actually looks quite like a stationary series
because it is hovering around 0 mean, or at least its variations are not increasing consistently
over time. This suggests that there possibly exists a cointegrating vector between m; and p;

which renders the series e;, a stationary one.

(Refer Slide Time: 6:37)
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Engel-Granger (EG) Approach of Cointegration

* To test the null hypothesis that y, and x, are not cointegrated amounts, in the EG
framework, to directly testing whether i, ~I(1) against the alternative that
u~1(0).

+ There are several tests that can be used, including the Dickey-Fuller (DF) and the
augmented Dickey-Fuller (ADF) tests. Engle and Granger (1987) advocated ADF
tests of the following kind

{08, = 0'0y + 20, 0,00+ p+ 8t + w0 ) 0~IDO,0%)  (2)

* Where @i, are obtained from estimating equation (1). The question of the
inclusion of trend and/or constant terms in the test regression equation depends
on whether a constant or trend term appears in (1). However, it is observed that
irrespective of whether i, contains a deterministic trend or not, including a time
trend in (2) results in a loss of power (i.e., leads to under-rejecting the null of no
cointegration when it is false)

NPIEL ONUNE
. W1 ROORKIL CHMICATION

Cointegration
+ If a series has d unit roots then it is called an integrated process of order d and
denoted by I(d). If two time series X, and y, are I(d), then in general any linear
combination of them will also be I(d); i.e. the residuals obtained from a
regression of y, on X, will also be I(d).

* I however, there exists a vector f such that y, = fx, is of a lower order of
integration, I{d - b] where b > 0, then in 1987 Engel and Granger defined X; and
¥ s co-integrated of order (d, b), denoted by CI (d, b).

* This means that if y, and X, are I(1) and u, is 1(0), where u, =y, — fx,, the two
series would be cointegrated of order C1(1,1). '

+ This implies that if we wish to estimate the long-run relationship between y, and
X, itis only necessary to estimate the static model,

y=pif+u )
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To test the null hypothesis that y, and x; and are cointegrated amounts, in the EG framework

that is Engel Granger framework to directly testing for whether u; is I (1) against the



alternative that u,follows an I (0) or u; is an integrated series of orders O, that is it is a

stationary series.

There are several tests that can be used, including the Dickey-Fuller and the augmented
Dickey-Fuller tests. Engel and Granger advocated ADF tests of the following kind. So, this is
an ADF test of the estimated residuals to test that for whether the residuals are I (1) or I (0)

and how we are doing it.

So, it actually follows the usual ADF structure that I had just discussed in the previous
module, u; are obtained from estimating equation 1. The question of the inclusion of trend
and or constant term, whether they should be included or not in the test regression equation

depends on whether a constant or trend term appears in equation 1.

So, if the original equation includes a trend and a constant term then that should also be
included in this specification otherwise not. However, it is observed that irrespective of
whether U, contains a deterministic trend or not, including a time trend in 2, results in a loss
of power that is it leads to under rejecting the null of no cointegration when it is actually

false.

(Refer Slide Time: 8:17)
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Engel-Granger (EG) Approach of Cointegration

+ Therefore, this form of testing for cointegration should be based on (1) with & set
equal to zero.

* As with univariate unit root tests, the null hypothesis of a unit root and thus no
cointegration (Hy: 8" = 0) is based on a t-test with a non-normal distribution.
However, unless /7is already known, it is not possible to use the standard DF tables
of critical values. There are two major reasons for this: first, because by
construction the OLS estimator 'chooses' the residuals in (1) to have the smallest
sample variance, even if the variables are not cointegrated, making i, appear as
sﬁationl?ry as possible. Thus, the standard DF distribution would tend to over-reject
the null.

+ Second, the distribution of the test statistic under the null is affected by the
number of regressors (n) included in (1). Thus, different critical values are needed
as@}hanges. Since the eritical values also change depending on whether a
constant and/or trend are included in (2) and with the sample size, there is a large
number of permutations, each requiring a different set of critical values with which
to test the null hypothesis.
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Engel-Granger (EG) Approach of Cointegration

* To test the null hypothesis that y, and x, are not cointegrated amounts, in the EG
framework, to directly testing whether“*t(‘~l(l) against the alternative that
u~1(0).

+ There are several tests that can be used, including the Dickey-Fuller (DF) and the
augmented Dickey-Fuller (ADF) tests. Engle and Granger (1987) advocated ADF
tests of the following kind

OV P=lgas \ / 5 2

ol Bl = 0"y + Lz, 060 + p+ 0t + 0y w,~IID(0,6%) (2

+ Where 1, are obtained from estimating equation (1). The question of the
inclusion of trend and/or constant terms in the test regression equation depends
on whether a constant or trend term appears in (1). However, it is observed that
irrespective of whether @i, contains a deterministic trend or not, including a time
trend in (2) results in a loss of power (i.e., leads to under-rejecting the null of no
cointegration when it is false)
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Therefore, this form of testing for cointegration should be based on (refer slide time: 8:18-
8:59). However, unless S is already known, it is not possible to use the standard DF tables of
critical values. There are two major reasons for this, first, because by construction the OLS
estimator chooses the residuals in 1 to have the smallest sample variance, even if the

variables are not cointegrated making U, appear as stationary as possible.

Thus, the standard DF distribution would tend to over reject the null that is rejecting the null
which is actually should not be rejected. Second, the distribution of the test statistic under the
null is affected by the number of regressors n included in the very initial specification, the

model involving y and x.

Thus, different critical values are needed as n changes. Now, here n refers to the number of
regressors. Since the critical values also change depending on whether a constant and/or a
trend is included in (2) and with a sample size, there is a large number of permutations, each

requiring a different set of critical values with which to test the null hypothesis.

(Refer Slide Time: 10:16)
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Engel-Granger (EG) Approach of Cointegration

* Fortunately, MacKinnon (1991) has linked the critical values for
particular tests to a set of parameters of an equation of the response
surfaces (¢s). That |s Wlth the table of response surfaces, and the

following relation,
pﬁ/ @W+KT +<92T2

+ where C(p) is the p per cent critical value. It is possible to obtain the
appropriate critical value for any test involving the residuals from an
OLS equation where the number of regressors (excluding the constant
and trend) lies between 1 < k < 6. An extract from the table of

response surfaces are given in the next slide. T is the number of

observations.
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So, a solution was given by MacKinnon in 1991, who linked the critical values for particular

tests to a set of parameters of an equation of the response surfaces. So, we call these as
response surfaces, (refer slide time: 10:30), for different sample sizes for different values of ¢,
we would be calculating the critical values and then examine the validity of the test statistic,
it is possible to obtain the appropriate critical value for any test involving the residuals from
an OLS equation where the number of regressors excluding the constant and trend lies
between 1 and 6. Here k refers to the number of regressors. An extract from the table of

response surfaces is given in the next slide and T is the number of observations.

(Refer Slide Time: 11:30)

Res onse Surfaces for Critical Values of Comteggratlon Tests

For mstance the estimated 5%
mummm

No constant, 257 -196  -10.04 crt;tlca| valutre‘ kfor3 1(01.‘;
no trend : g observations when in
i 1N 94 00 and with a constant but no

343 600 -2925  trendincludedin (2)is given by

286 274 836  (-3.7429-8352/105-

13. 41/1052) 3 82 \/M
Thus, reject nuII of no

341 404 -1783  (ointegration at the 5%
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/ trend
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1
5 is  more
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A
Engel-Granger (EG) Approach of Cointegration

* Fortunately, MacKinnon (1991) has linked the critical values for
particular tests to a set of parameters of an equation of the response
surfaces (¢s). That is, with the table of response surfaces, and the

following relation, /
Cof= qu_m\/i $T 4 @a/;rf,_‘_.

+ where C(p) is the p per cent critical value. It is possible to obtain the
appropriate critical value for any test involving the residuals from an
OLS equation where the number gf regressors (excluding the constant
and trend) lies between 1 < k < 6. An extract from the table of

response surfaces are given in the next slide. T is the number of

observations.

So, this is an extract from the table of response surfaces. So, first of all, we have considered
several alternatives, like key values, are 1, 1, 1, and 3 and these are the models. The first
model has no constant no trend, the second has one constant, but no trend. The third one has a
constant plus trend. And the fourth one has 3 variables but no trend. So, constant and 2 other

independent variables.

And then for different significance levels that is 1 percent and 5 percent. The ¢, ¢, and ¢,

values are given which were calculated by or given by MacKinnon. So, for instance, the
estimated 5 percent critical values for 105 observations. So, here t is equal to 105 when k is
equal to 3 in equation 1 with a constant but no trend included in equation 2 is given by this

formula. So, this is actually obtained from simply like this (refer slide time: 12:30- 13:35).
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Engel-Granger (EG) Approach of Cointegration

* The residual-based ADF test for cointegration just discussed,
assumes that the variables in the OLS equation are all /(1), such that
the test for cointegration is whether u, ~ (1) against the alternative
that u,~ /(0).

* |If some of the variables are in fact /(2), then cointegration is still
possible if the /(2) series cointegrates down to an /(1) variable in
order to potentially cointegrate with the other /(1) variables.

* The critical values at the time of testing for cointegration when
there is mix of /(1) and /(2) variables, are given by Haldrup (1994).
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So, the residual-based ADF test for cointegration just discussed assumes that the variables in
the OLS equation are all I (1) such that the test for cointegration is (refer slide time: 13:48-
14:17).
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Error Correction Models - .
* Letus consider a simple dynamic model %~ Xé “

Ye =t YoXe t nnitay e u~INO,0Y) () % \94
* The Iong run equilibrium between y, and X, is given as

=Byt Bixe (4)

A Y()*Yl
Wheriﬁl/T' Q
* The problems with this specification-are; i) likely high level of correlation between

current and lagged values of a variable, which will therefore result in problems of
Multicollinearity. ii) Also, some (if not all) of the variables in a dynamic model of
this kind are likely to be non-stationary, since they enter in levels. And iii)
respecifying this model in terms of/first Mmoyes 5 any information
about the long-run from the model and consequently is unlikely to be usefut-for
forecasting purposes.
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Now, we talk about a related concept that is error correction models. Let us consider a simple

dynamic model. So, this is a dynamic model as you can see that we are also considering lag
values of (refer slide time: 14:30- 15:10 ). The problems with this specification are first of all
a likely high level of correlation between current and lagged values of a variable which will
therefore result in problems of multicollinearity. So, we are, of course, talking about the first

short-term dynamic model.

Second, also some if not all of the variables in a dynamic model of this kind are likely to be
non-stationary. Say, since they enter in levels. And third, respecifying this model in terms of
first differences, because they could be non-stationary series and removes any information
about a long-run relationship from the model and consequently is unlikely to be useful for

forecasting purposes.

(Refer Slide Time: 15:54)



Error Correction Models

* An alternative is to adopt the error-correction model or eguilibrium
correction model (ECM).

' Rea\;ﬁgmg and reparartﬁeﬂ?gm:gwm:?--ﬂ
7 By =yobx, = (1= a)|ye-1 — By - ﬁ__l_xr-_l + U (5)

+ The ECM in equation (5) has several advantages:

* First, and assuming that x and y are cointegrated, the ECM incorporates both
short-run and long-run effects. Thus, if at any time the equilibrium holds
then [y;—; — fo = P1%;-;] = 0. During periods of disequilibrium, this term is
nonzero and measures the distance the system is away from equilibrium

during time t. Thus, an estimate of (1 — ¢, ) will provide information on the
speed of adjustment,

= WL LN
‘ L CINTICATION COURSL

Error Correction Models % -
+ Letus consider a simple dynamic model A o 3(( |
\ \
Ve =@ + YoXt + ylxl_/] + Y- + Uy ut"'!N(O;UZ) \/(3) % W, \2'{ !
. T T S ToR RO oI P O IO WY P v v l/ l
The long run equilibrium between y, and x, is given as

N iﬁo +Bix, (4)

* The problems with this specification-are; 1 Tikely high level of correlation between
current and lagged values of a variable, which will therefore result in problems of
Multicollinearity. ii) Also, some (if not all) of the variables in a dynamic model of
respecifying this model in terms of/first differences hemoves any information
about the long-run from the model and consequently is unlikely to be usefut-for
forecasting purposes.
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So, an alternative is to adopt the error correction model or equilibrium correction model

denoted by ECM. Rearranging and re-parameterizing 3, this was my initial model the short-
term dynamic model 3, we rearrange the terms and write it like this. So, the ECM in equation
5 has several advantages, this is called an error correction model or equilibrium correction

model or ECM in short.

So, the advantage with this kind of specification is that first of all assuming that x and y are
cointegrated. The ECM incorporates both short-run and long-run effects. So, this is the short
run specification in that you can also see the long run specification. Thus, if at any time the

equilibrium holds then (refer slide time: 16:42).

During periods of disequilibrium, this term is nonzero and measures the distance, the system

is away from the equilibrium during time t. Thus, an estimate of 1 — a will provide



information on the speed of adjustment of the system from being disequilibrium to the

equilibrium level in the long run.
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Error Correction Models

* A second feature of the ECM is that all the terms in the model are stationary, so
standard regression technigues are valid, assuming cointegration and that we
have estimates of f, and f3;.

* Third, Engle and Granger showed that if y, and x, are cointegrated CI(l, 1), then
there must exist an ECM; and, conversely, that an ECM generates cointegrated
series.

* The simple ECM depicted in (5) can be generalized to capture more complicated

dynamic process?y increas\l/ggthe la Iengthgjndfor_L_
A(L)dy, = B_(L)Mr *-:_1_1_* ) Ye-p -Bo- ﬁlxl-p Uy

e

* Where A(L{:Tjﬂ—;ﬂéhd B(L)=yo + il + -+l are the

lag operators and 1 = a; + @, + -+ . Further,itis also possible to specify the

ECM in multivariate form, explicitly allowing for a set of cointegration vectors.
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A second feature of the ECM is that all the terms in the model are stationary. So, standard

regression techniques are valid, assuming cointegration and that we have estimated
B, and B;. Third Engel and Granger showed that if y, and x, are cointegrated that is they are

CI (1, 1) then there must exist an ECM, and conversely that an ECM generates cointegrated

series.

The simple ECM depicted in 5 can be generalized to capture more complicated dynamic
processes by increasing the lag length p and/or q. For example, we are having (refer slide
time: 17:55- 18:38). This measures the speed of adjustment. Further, it is also possible to

specify the ECM in multivariate form explicitly allowing for a set of cointegration vectors.

(Refer Slide Time: 18:51)



Methods of Parameter Estimation in Cointegrated Systems
* We will consider here Engle-Granger 2-step method.

* In step 1 make sure that all the individual variables are I(1). Then estimate
the cointegrating regression using OLS. However, it is not possible to perform
any inferences on the coefficient estimates in this regression. Save the
residuals of the cointegrating regressio ?Test these residuals to ensure
that they are 1(0). If they are (0), proce
a model containing only first differences.

Step 2; if they are (1), estimate

* In step 2 use the step 1 residuals as one variable in the error correction
model  \/Ay, =%, bx, - ﬁzu5+ V—>

* It is now valid to perform inferences in the second-stage regression, i.e.
concerning the parameters i, and f, (provided that there are no other forms
of misspecification), since all variables in this regression are stationary.

= WML LN
. b CINMACATION EOURSE

Error Correction Models

+ A second feature of the ECM is that all the terms in the model are stationary, so
standard regression techniques are valid, assuming cointegration and that we
have estimates of , and f;.

* Third, Engle and Granger showed that if y, and x, are cointegrated CI(l, 1), then
there must exist an ECM; and, conversely, that an ECM generates cointegrated
series.

* The simple ECM depicted in (5) can be generalized to capture more complicated

dynamic process;}y |ncreawthe lag length p an d{o

A[L)ﬂ t= B(L)ﬁxr "'. l - _— — ﬁl.’(.':_ 'Lf[
« Where A(L) = 1-a,L ::EP_Liand BUL) = yo+ 1ol +- +qu‘? are the

lag operators and 1 =mtatta, Further, it is also possible to specify the
ECM in multivariate form, explicitly allowing for a set of cointegration vectors.

. T ROORKI

Finally, we talk about the methods of parameter estimation in cointegrated systems. So, we

will consider here Engel-Granger 2 step method. In step 1, make sure that all individual
variables are I (1), then estimate the cointegrating regression using OLS. However, it is not
possible to perform any inferences on the coefficient estimates in the regression because the

error terms are not well behaved.

Then save the residuals of the cointegrating regression that is U, test these residuals to ensure
that they are I (0) if they are I (0) then you proceed to step 2. If they are I (1) then estimate a
model containing only first differences, then we cannot do much. So, in step 2 use the step 1

residuals as one variable in the error correction model.

So, in the error correction model, this expression is actually equivalent to (refer slide time:

19:55- 20:26).



It is now valid to perform inferences in the second stage regression, that is concerning the
parameters 5, and 3, provided that there are no other forms of misspecification since all
variables in this regression are stationary. So, this is how once we have that parameter
estimates of[w’1 and [3,, then, of course, they would give us the usual interpretations. And they

are reliable estimates. So, that is all about the discussion on cointegration.

(Refer Slide Time: 20:58)
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These are the references I have followed; some are mentioned here which are actually there

in the discussion. And that is all about cointegration. Thank you.



