Marketing Research and Analysis - 11
Prof. Jogendra Kumar Nayak
Department of Management Studies
Indian Institute of Technology Roorkee

Lecture -56
Confirmatory Factor Analysis in SPSS-111
Welcome everyone to the class of marketing analysis and researches. So in the last lecture we
were discussing about confirmatory factor analysis. Confirmatory factor analysis is a technique
where we understood which is based on a theory right. It is unlike the exploratory factor analysis
where the statistics decides which factors or constructs to be developed. But in the Confirmatory

factor analysis we are developing a model on basis of certain theory.

This theory might be maybe a scale developed earlier by somebody or you know some literature
that we have studied or through some even sometimes you know some discussion with some
experts in the field. So you have developed a model and you feel it should you know behave in a

manner that you are thinking. So to test that we do a confirmatory factor analysis okay.

So in the last lecture while we ended we | had said suppose you have developed a model and
now the model is not showing a very a fit model. So how to check that and how what should you
do in that case so model diagnostics is the one which will be starting the discussion today.
(Refer Slide Time: 01:39)
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U Model diagnostics |7\) i/ri ”jl \
J CFA's goal is to see whether a given measurement model is valid. - '
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U Tt also suggest modification for either addressing unresolved problems or improving the
model’s test of measurement theory

U Some areas that can be used to identify problems with measures are

U Standardized residuals: Researcher can use the residual values to identify item pairs
for which the specified measurement model does not accurately predict the observed
covariance between those two items,

U Generally, standardized residuals of less than 2.5 do not suggest any problem. Anything
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CFA goal is to see whether it given measurement model is valid or not right. So that means you
have made a model so we know this is a covariance structure so right. So we are trying to see
and each one has got let us say at least 3 variables okay now were saying whether this model that
we are drawn is a valid model or not. Now how do you know whether its a valid model or not to

do that we have some cut off values right.

Which you will say as the indicis now this indices will help us in in finding out whether the
model is a fit model or not. So we will see it also suggests modification for either addressing
unresolved problems or improving the models test of measurement theory. So suppose you have
while checking the fitting the says you found that the modern fitness is low right in such

condition can you improve the model yes.

Now generally what people do they are when they you know when the model is not coming fit so
they panic and they tried to do something which is you know unscientific. So you need not worry
about I will simply help you to understand how scientifically you can improve the model okay.
Some areas that can be used to identify problems with measures are for example standardized

residuals.

So what are the standardized residuals | will explain researcher use the residual values right.
Residuals this word you have already used in regression also when you were talking about the
error types. Identify item pairs for which the specified measurement model does not accurately

predict the observed covariance between these two items. So whenever let us see let us take this.

Generally, the standardized residuals of less than 2.5 do not suggest any problem right. But
anything above 2.5 and specifically above 4 indicates serious problem and might lead to
dropping of such variables that means what. When you have a model let us say, let us go to a
model right so I had opened a model this is the model I had brought.

(Refer Slide Time: 03:43)
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So suppose this is the model now | am saying there are four constructs 1 2 3 and 4 the first one is
linked to experience so there are four you know indicators of experience, second is three
indicators of happiness the 3rd one is having four indicators of trust and the 4th one is having
four indicators of a word of mouth. So when we are, this is the CFA model is a covariance model

here there is no definite relationship. Now what do you mean by definite relationship?

Where we say that something moves from, when there is a direction A moves to B so this is
nondirectional correct so there are moving both sides the covariance so in such condition we will
learn this and see whether the model is valid or not and then can be improved. But before that for
some people who are extremely new to you know structural equation modelling and confirmative
factor analysis. Then let me explain how to draw a model first of all right. So | have brought a
blank model.

(Refer Slide Time: 04:41)
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So you see what | am doing is suppose how to draw a construct. So there are several ways this is

a construct right so this is how you draw a constructs this is the indicator right so let us say I
have three indicators right | have three indicators linked to this so | say this is how | draw right.
So this is how I draw right and each indicator will have an error term right so if indicator has an

error term.

So this is you know indicator has got an error term. So suppose instead of that we can we do it a
little differently yes we can do it. So this is how you draw it so in the same thing | have drawn it
so easily this facility has been provided here. Now once you just click on it so that this icon is
gone now you draw here now suppose this is the construct and the rest is something you want to

right now whatever you want to write.

So | am writing trust okay trust so this is my construct right. Now what is a variable how do |
bring the variables now to do that I will explain you just go to this file now remember you need
to have your data file ready. Now the data file is the file which from where you collect import the
data. Now the file name | am giving is let us say the CFA file right. So let me take it out open

okay.

Now once | have done with it. I will go to view variables and data set and now there are trust. So

trust 1 so I am pulling trust 1 here, I am pulling trust 2 here, I am pulling trust 3 here. Okay once



| have done now suppose you want to also do the same for this one let us say. This is let us say
experience | am taking experience 1, experience 2, experience 3 okay and this one I will name it

as experience okay so this is experience.

So let me draw it for you experience okay this is all 1 am writing. Now since this is a covariance
structure so | will draw a covariance model right CFA is covariance. So now this is what now
this if you see there are some unobserved, these are error terms they have to be given name so
just go to this place name unobserved variables. So each error term has been given name correct

nOW you can run it okay.

So this is how you draw the model so my interest is only to show you how to draw the model
you want to make any changes to all those icons are there right so copy so you want to copy
something you can copy for example | want to copy this and | want to paste it here right. So |
want to or | want to just move something from this place to this place | can drag it here. So these

are all the icons which the more you play.

You will realize more and more you will understand more and more okay. So | am stopping it
with this okay. Now | will go to my model of interest now this one so already my data file is
connected okay so what I am going to do | am going to first run this model and see whether this
model is a valid model or not. Now how do I run now this icon you can see is what it says about

running right.

So but one thing before you run you will need to go to the output file so this is a maximum
likelihood you know condition now go to the output now | need certain for example there is
residual elements now if you go back to this file what did it say | need these standardized
residuals. Generally, people get confused of where do we find this okay so this is the residual

moments right so you have done it.

Now | have run it already | think so let me leave it no issues. So okay so this is my output file
okay now first let me check my model.
(Refer Slide Time: 08:48)
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Now before you understand you see the values and let me tell you there has there is a chi square
value because this model is based on the chi-square technique so this chi square minimum by
degree of freedom this value is should be around you know less than 3 preferably less than 3 and
if it is more than 3 or 4 and especially more than 5 then it is the model is a weak model right. So

the lower the chi squared by degree of freedom the better it is okay.

Now this GFI, AGFI, NFI, IFI, TLI right these are all different indices. So CFI so these indices if
you if you go back to my slide | will show you.
(Refer Slide Time: 09:29)

Absolute fit indices:

U Tnabsolute fit indices. each model is evaluated independently of other possible models.
0 These indices darcelly measure how well specafied model reproduces the observed or sample data.

U Goodness of fit indey (GFI):

W Goodness of fit was an carly autempt (o produce a ft staustic that was less scnsitive (o sample size
W The possible range of GFI value 15 0'to 1. with higher value mdicating better fit

O GFlvalue of 0.90 and above 15 considered good.

U Adjusted goodness of fit index (AGFI):
W [taccounts for the degree of freedom.
W AGFl value of 0.90 and above 1s considered good.



This in this indices this is an indices absolute fit indices right. So this absolute fit indices are for
example goodness of fit indices right. Each model when you test a model at least from each
indices you should take 1 right. So for example the goodness of fit indices this was an attempt to
produce a fit statistic that was less sensitive to sample size. Now what is the normal person for

somebody who is new you understand that higher the value.

The higher the better is a fit of the model so the cut off value has been kept has 0.9 so GFI is
above 0.9 it is considered to be good right. The adjusted goodness of fit similarly this should also
be 0.9 or above right close to 0.9. But remember do not ever worry because sometimes this 0.9
although it may be a very you know stringent it is a measure it is a cut off value but this might if

you get something on 0.85 87 also you need not worry.

If your sample size is very large it is sensitive to sample size so if you get a slightly lesser you
know fitness value, then also you should not worry. Because if you have a large value or sample
size it will be very sensitive and this might come low right. So you need not bother about it but
you have to check your sample size right.

(Refer Slide Time: 10:51)

Absolute fit indices (cont...)

+ Chi square (¢*):

+ i provides a statistical test of the difference in the covariance matrices such that % = (n-1)* (8 - §;.)
{where, 8 =observed sample covariance matrix ; ¥, = estimated covariance matrix; and n=sample size)

+ We look for small ¢ value (and corresponding large p-value) indicating no significant differences
between observed and estimated covariance matrices,

+ It limitation is that it increases with the rise n sample size and observed variables,

* Degree of freedom (df):

+ Degree of freedom 1 the mathematical information available to estimate model parameters,

 In SEM, df= A[(p)(p+ 1)) , where p is the total number of observed variables and k is the number of
estimated parametes,

oy i< 3 is considered desirable.

Similarly, the chi-square this value right which tells about the difference between the estimated

covariance matrix and the observed covariance matrix right. So this value also we are trying to



check the chi-square by degrees of freedom okay. So this should be preferably < 3 as | have
mentioned here right.
(Refer Slide Time: 11:10)

Absolute fit indices (cont...)

J Rout Mean Square Error of Approximation (RMSEA):

J It examines the differences between the actual and the predicted covariance i.. residual ar specifically the square
root of the mean of the squared residuals,

< A value of 0,08 or less is desirable,

J RMSEA = J(y*ldf - )in-1)

J Root Mean Square Residual (RMSR):
J Itis the square root of the mean of the squared residuals.
o Lower value of RMSR is desirable,

J Standardized Root Mean Residual (SRMR):
J 1 is the standardized value of RMSR.
J RMSR valug of 0.08 or less is desitable.

RMSEA this is another indicis right, it examines the difference between the actual and the
predicted covariance model right and the value of 0.08 or less is desirable. Okay you can go back
to the formula check the slides later and read it slowly how did the formula develop. But let me
at this point let me explain you its meaning. The root mean square residual is another such
indices which is also has a cut off value of about let us say 0.05 okay. So if it is less than this it is
better the model is fit right so these are different fit indices okay.

(Refer Slide Time: 11:52)

Incremental fit indices:

O Incremental fit indices evaluate how well the specified model fits the sample data relative to some altemate model that is
treated as a baseline model.
U Baseling model s the null model that is based on the assumplion the observed vanables are uncomelited

fynt
U Normed fit indices (NFI): /

U Ti1s the difference m the X': valug for the proposed model and 2 null model divided by the f value for the null model
’ i - —
NFTvalue of 0.90 and above 15 considered pood,

[ -

Comparative fit index (CFI):
[1s an improved version of NFL
CFLis similar to NF1 but penalize for sample size.

| -y . -

CFl value of 0.90 and above is considered good.

O Tucker Lewis index (TLI):

O Iris conceptually similer to NFL, but it varies in that it is actually a comparison of the normed chi square values for the
null and specified model, which {0 some degree take into account model complexity.

O Model with good fit have a TL value that is close to 1, (preferably = 0.95)

o~



NFI it is a difference in the chi square value of the proposed model and the null model the

baseline model you must have you will see when you use Amos this is called a baseline model.
This baseline model is a null model okay divided by the chi square value for the null model. And

NFI also should be about 0.90. Similarly, the CFIl is an improved version of the NFI right. But

CFI similar to NFI but it penalizes for the sample size. The higher sample size more sensitive
and it should be 0.9. So these are several Tucker Lewis index.

(Refer Slide Time: 12:24)
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So these are some several you know fit indices okay so now let me show you what we have got.

Now we were here in the Amos output now we said it should be < you know 0.3 correct. Now let

us see can we make some improvements in the model now and you see a the NFI is 0.783 GFl is

0.785 CFl is 0.839. So generally if we see the cut off the models cut off values are low right now
how do we improve. Now let us go to the estimates right.

(Refer Slide Time: 12:58)
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So there are two things scalar and Matrices now go to the matrices right now when you go to this
you we want this standardized residual variances. Now let me drag it a bit now look at this you
know this is a covariance matrix. Now if you see look at any value try to find out the highest
value which is the one which is where the value is more than 4 and above right so 4 and above |
think wom 4 right.

This one has a very large impact right the higher the values with the other when its the
covariance values are very high. So 4.426, 5.092 similarly trust 3 also if you see its all about 5.
So why not first start with this trust 3 so we go to the model trust 3 so we first start you know
deleting this trust 3. So | am deleting trust 3 now one by one we will go and well run this model
again you remember the chi square degree of freedom 3 point something. 1 or something was
there I will run it again.

(Refer Slide Time: 14:08)



P
M we, - -0 - FlER W

NEAR MM DE B CMIN
HooBE T

TR TI R TTR
Medr Delal el Dol
[T IS T
o i i
] o oy

f

TRATID IHFI FCFI

TR g

W e

i (R

scr

Mald NEF LW HIEW
Dl sl LI 8 11
L Satind ol i ﬂ i
a7

Now let us go to the output let us check the model fit now you will see there has been a
significant change 2.709 and have the indices improved GFI 0.833, CFI 0.844 which is better
than the earlier right. Now let us see is there any other variables similarly you know responsible
for the downfall of this model weakness of the model. Yeah now let us go to this wom 4 right so
we go to the model again.

And we will see if we can if we remove this wom4 what is the change right now we will run the
model again okay. So has there been any improvement 2.7 now 2.2 so from 3.1 to 2.7 now 2.2
and look at the GFI, the AGFI, the you know CFI and if you can see there has been significant
changes right now let us see can we can we you know is there any other such covariance you
know the relationships which are you know keep making the model weak? So again let us go to
the estimates and check finally the last for the last time.

(Refer Slide Time: 15:27)
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There is trust 4 which is also you know above a 4 so we can play with this trust 4 right. So | am
removing trust 4 okay so we will have only maybe two values of trust. Now finally we will run.
(Refer Slide Time: 15:46)
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So model fit so now it is 1.912 so there is a significant improvement the GFI values have become
above 0.9 so which is good enough. Suppose now you want to check again is this some value
variable which is still you know responsible now we can see it there is nothing above point 4 the
cut off values are in fact 2.5 and above 2.5 and in between 2.5 to 4 itis then you may treat it if
you do not treat it also no issues.



But above 4, you should surely treat it that is an item for deletion right now there is no such
problem now still if you want to see make an improvement suppose this would have been the
table and you see our model fit is there say | want this this would not have been 1.9 something
like 3.9 or something or 2.9 then can | make some improvement and yes what do you do you go

to the modification indices right.

And when you would go to the modification indices see within the same construct which are the
items or which are the error terms which have a relationship you should never this is
theoretically wrong to make draw a covariance between a construct and error you should not do
it. Between two error terms and that to within the same construct you should first check for it. So

12.830 is it in the same construct.

Let us see e3 and e4 yes so these two there is the if we make a covariance it says that there will
be an improvement in the model right. Okay now let us run it was 1.9 now let us see is there any
improvement in the model.
(Refer Slide Time: 17:22)
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1.670 look at all the values right and this is an improvement so you can do further also you can
again check for modification indices and see whether there is any you know any such
relationship e2, €5, e3 so this is so fine right so this is not to be connected so e2, €5 is it within

the same here no. So that means there is no more improvement possible in the model so we stop



here so now this is your final CFA model okay so as | said so this is this helps you to identify
which items to indicators to delete okay.
(Refer Slide Time: 18:04)

SEM stages In testing measurement theory validatton with CFA (continued .. )
J Modification index
J A modification ndex is calculated for every possible relationship that 1s not estimated in
the model
J Modification indices of approximately 4 or sreater suggest that the fit could be
improved signicantly by freemg the corresponding path to be estimated.

J Meking model change based solely on modification indices 15 not recommended,

Similarly, the modification index which I just did it and showed you is calculated for every
possible relationship that is not estimated in the model and modification index of approximately
4 or greater suggests that the fit could be improved significantly by freeing the corresponding
path to be estimated right. So making model change basically solely on modification indices is

not recommended.

So you should not first try to see the residuals and after that you can go for the modification
indices and | have given you some conditions like for example do not try to draw a relationship
between error terms of 2 different constructs and do not do it too many things at one time right
that means two error terms together at the same time do not do that go for one by one the highest

which has the highest value.

So one by one and you should not also theoretical it is also wrong to you know connect a
construct with error term because the software will do it but then theoretically that it is wrong
actually you should not be interpreting that way so this is what we have understood. Now there is

one more example | have brought for you to because after this once you are thorough with the



CFA then well get into this. After the measurement model is found to be fit we will get into the
structural model okay.
(Refer Slide Time: 19:25)
CFA ustration
Example
The data was gathered for ABC paper industnies. The company deals in finished products made
by papers. They emplov around thousand workers m India, Like many other companics they

are facing the problem of attracting and kecping productive emplovee.

The cost of replacing and retaining emplovees are high, ABC management wants to understand

the factors contribute fo emplovee retention. The company wants to test a measurement modzl

made of factors that aflect emplovees attudes and behaviowrs about remaining with ABC.
So here this is a case which | have brought this is a case of ABC paper industries the company
deals in finished products made by papers. They employ around thousand workers like many of
the companies they are facing the problem attracting and keeping productive employee. The cost
of replacing and retaining employee is high. ABC management wants to understand the factors
which contribute to employee retention.

So it wants to test a measurement model made of factors made of factors that affect the
employee’s attitudes and behaviours about staying with the company.
(Refer Slide Time: 19:58)



CFA Hlustration

Stage- 1 (Defining individual constructs)

+ With the general rescarch question defined. the researcher now selects the specific
factors that represent the theoretical framework 10 be tested and will be included in the
analvsis,

¢ The consulting team of ABC and the management agreed on using 3 factors for
evaluation bascd on published rescarch and prehmmary interviews conducted with the
emplovee,

Jub Satisfaction (JS) reactions resultmg (rom one’s an apprassal ol one’s jub sifwation

Organizational Commitment (OC) The extent fo which an emplovee feel part of ARC

Staying Intentions ($1) The cxtent to which an emplovee wants to continue working with AR, o

Envitonmental Pereeptions (EP) Beliel of an emplovee aboul day to diy, physical workmg condition af

ARC,

Adtitude tuward Co-winkers (AC) aftitude of an emplovee toward the cowoikers with whon he she

inleracls on regular basis.

So first we will define the individual constructs so let us do that with the general research
question defined, the researcher now selects the specific factors that represents the theoretical
framework to be tested and will be included right. So what are the constructs now they have seen
job satisfaction, organizational commitment, staying intention and environmental perceptions

attitude towards co-workers.

These are some of the variables or the constructs that would be a part of this study, job
satisfaction reactions resulting from once an appraisal of one’s job situation. Commitment that is
an extent to which an employee feels part of the company. Staying intention an extent to which
an employee wants to continue working with ABC. See remember in the measurement model we

are not saying anything is dependent or independent.

It is just a covariance model every there is no direction as such right. So these are the five
constructs we are having. So job satisfaction JS, organizational commitment OC, staying
intention SI, and Environmental perceptions EP right that means belief of an employee about day
to day physical working condition right and attitude towards co-worker AC.

(Refer Slide Time: 21:13)



JS1- Al things considered, | feel very satistied when | think about my job.
0C1 - My work at HBAT gives me a sense of accomplishment

0C2 -1 am willing to put in a great deal of effort beyond that normally expected to help

Stage- 1 (Defining individual HBATbe sccesfl , , _
EP1 - 1am very comfortable with my physical work environment at HBAT.

C()Ils[l'lll'l,\') 0C3 - | have a sense of loyalty to HBAT.
For the item in the factors a pretest was o4 am proud totellothers Iwork for WBAT,
pcrformcd i which 3 ind C[)L‘ll(l ent EP2 - The place | work in is designed to help me do my job better,

dge ched : o i EP3 - There are few obstructions to make me less productive in my workplate.
Judges mached May proposc tlems 10 ACL- How happy are you with the work of your coworkers?

the constructs.  Providing  further epa- whatterm best describes your work environment at HBAT?
confidence that the scale contained face 52+ When you think about your job, how satisied do you feel?
valdiy data rom 100 ABC cployees e e ot
from the proposed was gathered and an — sis- 1am not activelysearching for ancther job
EFA was performed. the EFA resulls — U54-How satsfed are you with HBAT 5an employer?

. ' §12 - | seldom look at the job listings on monster.com.
proposed a job satisfaction scale

containing 19 items.

155 - Please indicate your satisfaction with your currrent job with HBAT by placing a
percentage in the blank,

AC3 - How often do you do things with your coworkers on your days off?

$13- have no | the next year.

I

Each you see each constructs has several indicators so job satisfaction has JS1, JS2, JS3 right
there are right you can check from here you can read all this right.
(Refer Slide Time: 21:28)

CFA Tllustration

Stage- 2 (Developing the overall measurement model)

Wath the constructs specificd the rescarcher must specafy the measurement model o be
tested. A visual diagram depicting the measurement model 15 shown in the next slide.
Without a reason (o think. the constructs are independent and all the constructs are allowed
to correlate with all other constructs

All measured items are allowed {0 load on onfy one construct each

So then we do the develop the measurement model so with the constructs specified, the
researcher must specify the measurement model to be tested right okay.
(Refer Slide Time: 21:36)



So this is the measurement model okay so job satisfaction, organizational commitment, staying
intention attitude towards co-workers, environmental perceptions and you will see they are all
correlated right. So we have a theoretical understanding how they are correlated okay so this is
all you can see the correlation right its a covariance structure and each of the indicators are

connected with the and you can see these are reflective constructs right.

So that means the latent construct is explaining the variables okay and each variable what does it
mean suppose S| 1 what does it mean you can check here.
(Refer Slide Time: 22:10)
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Now let us run this we have this file in fact with us so we have this right so | already connected
to the data. Now you try to understand first what we do we will take we have already run so it is
already there now let us run the model right I hope you can draw the model at the moment by
using this icons okay.

(Refer Slide Time: 22:32)
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Now first let us check the model fit the model is because there is already we have tested and tried
and tested already this model is coming every clear and very robust model look at the you know
CMIN by degrees of freedom the chi square by degrees of freedom it is 1.323 right and look at
the GFI the goodness of fit indices this is what you need to report correct when you write your

you know paper research paper.

You need to write the chi-square by degrees of freedom was this much the GFI value the AGFI
value you can take one from each right so and the RMR should be <0.5 as I had said and baseline
you can say out of NFI, RFI, IFI, CFI you may take one or two of these. So all are above 0.9,
right so once we have done now there is no need for improvement but the model is by default we

are saying the model is an improved model.

That means we have we can say the model is a is a strong model okay that means what does it

mean that difference between the observed and the estimated model is very lucky right. Now



suppose you would have needed some improvement to check then what would have you would

have done go to the estimates right now this is an important.
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Now you can although this is less important but this is important for us this side. Now is this is
there any insignificant thing any insignificant relationship no. If there would have been
insignificant relationship, then we would have deleted. Now let me let me go back to the earlier
the one slide which | had drawn okay now let us run this okay.

(Refer Slide Time: 24:21)
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So go to the estimates now you can see some of them is okay. We have already done it otherwise

maybe the ones which you deleted that we deleted there we deleted some residual errors would



have also shown here maybe they would have been insignificant at this you know this place it
would have for example you see the relationship between wom1l right and the 4th construct

wom1 and 4 right. So 4 and woml this is still coming in significant that means if you delete it.

Now look at the model fit first go to the output right now look at the model fit so 1.67 and
whatever you are getting now if I deleted now this is a good thing suddenly we got it struck my
mind. So | think wom1 0.493 wom 1 right. So let us remove this so suppose | remove this right
and now let me run the model again now you will see now go to the model fit must have
improved.
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Okay the problem here is one what has happened this is good that this problem has come to you.
Now everywhere there is a parameter the fixed and every parameter has to be explained right so
there is one more way | can show you where you can see whether you know some of the
indicators are fitting or not. So as | explained you can run the model go to the estimates right so
in the estimates first you look for the model fit and normally so it is how it has there.

(Refer Slide Time: 25:53)
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Now go to the estimates now | said if you remember that the estimates need to be significant
right but here this is very interesting what is the what is the if you see this one trust the construct
3 with the trust 4 right this is a 0.952 right. So 0.95 this is not significant right so we have a cut
off value of let us say 0.01 so it is much above it so that means with this null hypothesis cannot
be rejected which says that there is no relationship that is to be cannot be rejected okay.

So now so when you find this what you can do is go to this and drop this model trust 3 I think it
was trust 3 right so what we will do is trust 3 you can delete it from here and keeping other
things the same you can re-run the model right. So this is also a good way to understand how to
improve your model now let us see the estimates there are a few for example trust 4 is also there

so you can check now this data every data set is different.

So when you do this so you can understand where to how to improve so | said through the
estimates you can go and check for significance. | also explain to you how through the residuals
you can go for you know something which is above 4 or something and try to delete those
variables and if there is no problem in that still the model is not improving then you can also see
for modification indices right.



So these are the 3 things that you can check to improve your model if suppose still it does not
going correct improving then do not worry then you have to go back to the field and check your
data again right so now coming to the slide so we were here.

(Refer Slide Time: 27:39)
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So as | was working on this you know job satisfaction this is okay so this file we were working
so | think yes this is the one so we had run this and we were checking is you know model first so
the model was fit everything was good. So this model says okay now this is everything is good
right.
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Now estimates let us look at the estimates now although it is not a directional study like a
structural equation modelling or measured as structural model. In the measurement model we are
not worried but still this helps us to identify whether any of this you know indicators are giving a
poor result to the entire model. So had it been a not significant case then it is an item for deletion

as | had just shown to you.

But here in this case there is no such problem that means now if you go back to the model that is
how you do this right so you have drawn all these things.
(Refer Slide Time: 28:35)
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And now the model has been drawn and these things you can check later on how to take the
values into here and finally we will come to the scores right.
(Refer Slide Time: 28:48)
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Okay this is how the model will look like you see 1.323 and the GFI so here this is how you

write to check the overall fit click on the model thus a chi square degree of freedom is <2 it is
considered very good CFI is over 0.9 RMSEA is <0.5 GFI should be greater than 0.90 so this

result shows that the ABC measurement model provides a reasonably good model fit and is

suitable for further examination of the model results.

So this is only one part that measurement model says that the model is good and it is can be

tested in the further relationship as in the structural model okay. Construct validity, to assess the

construct validity we will examine the convergent discriminant and nomological validity.

(Refer Slide Time: 29:34)
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So convergent validity as | have already explained right let us see here. In Amos output click on
the estimates and then see the standardized regression weights. Taken together the results support
the convergent validity right. Although 3 loadings fall below 0.7 so there are you see point they
should be within 0.7 at least it should be above 0.5 so nothing is below 0.5 here right there just

everything is more than 0.5.

In addition, the model fits really well because the chi-square by degrees of database is 1.323
right now how will you check for discriminant validity.
(Refer Slide Time: 30:15)

Stage- 4 (Assessing Mcasurement Model validity)

Discriminant validity The conservative approach for establishing discimimant validity compares the
AVE estimates for each factor with the squared interconstruct cortelafions associated with that faclor
The AVE score should be greater than corresponding interoonstruct squared correlation. In our
example the AVE score was greater for each factor. Therefore. there are no problems with the
discriminant validity

Nomological Validity This validity concept is based on EFA . This concept advocates (hat the
constructs are expected 1o positively correlated with each other. The results of our prediction support

the nomoloagical validity for our model

The conservative approach for establishing discriminant validity compares the AVE estimates
which | had shown you in the diagonal it should be the AVE scores if you take the constructs C1,
C2 so0 C1, C2, C3 and you take the AVE loadings right. So this loading AVE scores should be
more than the square of the correlation among the among the loadings right. So the AVE scores
should be greater than the corresponding interconstruct squared correlation. In our example the
AVE score was greater for each factor therefore there are no problems okay.

(Refer Slide Time: 30:54)



Summary

Four stage of CFA has completed. The chr square is significant above the 01 level. Both the CFA and
RMSEA appear quite good. Overall the it stats suggest that the estimated model reproduces the
sample covariance matrex eeasonably well Further cuidence Sugaest a good construct validity: Thus,
ABC paper mills can be faurly confident at tus poin that meastres bebiave as they should m terms of

(he nidimenstonality of (he five measures and in the way the consiruct relate (o olher measures,

So this is how finally you write the CFA has completed the chi-square is significant above the
0.01 level. Both the CFA and RMSEA appear quite good because of the you have to show the
values right. Overall the fit stats suggest that the estimated model reproduces the sample
covariance matrix reasonably well. This is the most important finding further evidence suggest a

good construct validity.

Thus ABC paper mills can be fairly confident at this point that the measures behave as they
should in terms of the unidimensionality of the five measures, five measures are the five
constructs. And in a way the construct relate to each other but here you have not said which
construct affects the other in which way because no direction has been provided right. So only

we say that the model is a valid model and the constructs relate to each other.

So this is all you do in the CFA correct so in the next lecture, | will explain to you once within
taking same example how to explain the relationship or a provide a direction and check whether
there is a relationship exists and if it exists how does it exist okay. So this is all for the day do we

have. Thank you so much.



