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Lecture — 09
Visualization Techniques- Part III Heatmaps

Welcome to the course business analytics and data mining modelling using R this is our
5th lecture and we were covering restarted visualization techniques in the previous
lecture. So, let us start, we stopped at you know R studio where we were doing some of
the examples. So, let us go back and complete some of them and then we will come back

and start our discussion on our next particular plot that is on that is heat maps. So, let us

go back.
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Tlibrary(x1sx) “ 1 ) clobal i nviranment =

il
2
3 #Bicycleridership.x]sx

4 df-read.x1sx(file.choose(), 1, header = T)
5 df=df[, lapply(is.na(df), 2, all)]

6 head(df)

7

8

9

#Line Graph
tsv=ts(dfSriders, start=c(2004, 1), end=c(2017, 3), frequency=12)
10 plot(tsv, xlab="vear", ylab="Riders", las=2) #las: styling for axis labels

11
12 atl=seq(as.Date("2004-01-01"), as.Date("2017-03-01"), by = "2 years") Flles  Plots  Packages Help  Viewer =)
13 labelsl-format(atl, "%b-%v")

14 at2-=format(atl, "%v") & i xport +

16 # MARGIN on four sides of the plot

17 nar()Smar # numher of lines
K17 (loplawe) = weript 2
Console C:/Usersjuser/Desktop/MOOC January 2018/0r. Gaurav Dixit/Sesslon 3/ =0

You are welcome to redistribute 1t under certain conditions.
Type "license()" or 'licence()' for distribution details.

R is a collaborative project with many contributors
Type ‘contributors()’ for more information and
'citation()' on how to cite R or R packages in publications.

Type 'demo()’ for some demos, 'help()' for on-line help, or
‘help.start()' for an HTML browser interface to help.
Type 'q()" to quit R.

>

So, again we will have to do some of the loadings and importing data set we will have to
reload the library and everything. So, let us load this particular library x lax x. So, once it

is loaded.
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3 #Bicycleridership.x1sx

4 df-read.x1sx(file.choose(), 1, header = T)

S df=qf[, 'apply(is.na(df), 2, all)] Fivironment is eimply

6 head(df)

i

8 #Line Graph

9 tsv=ts(dfSRiders, start=c(2004, 1), end=c(2017, 3), frequency=12)

10 plot(tsv, xlab="vear", ylab="Riders", las=2) #las: styling for axis labels

11

12 atl-seq(as.Date("2004-01-01"), as.Date("2017-03-01"), by = "2 years") Flles  Plots  Packages Help  Viewer =0

13 labelsl=format(atl, "%b-%y")

14 at2=format(atl, "#") B ot +

15

16 # MARGIN on four sides of the plot

17 nar()Smar & nunher o 8
54 (loplevel) I eript 2

Console C/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixit/Sesslon 3/ =0
R 1s a collaborative project with many contributors.

Type 'contributors()’ for more information and

‘citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
"help.start()' for an HTML browser interface to help.
Type 'q()’ to quit R.

> Tibrary(xsx)

Loading required package: rlava
Loading required package: xlsxjars
>

So, mainly in this particular lecture we would be using used cars x Isx file. So, let us

import that particular data set see here. So, let us import it.
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40 df1Sc_Price=as.factor(df15¢_Price)

41 str(dfl) 1 (g o2
42 sunmary(df1) 0dfL 79 obs. of 9 variables (]
:3 #SCATTERPLOT elies

e Age num [1:79] 45649563

45 range(df15km)
46 range(df1SPrice)
47 plot(dflskm, dfiSprice, xlim = c(18,180), ylim = ¢(1,75),

48 xlab="kM", ylab="Price")

49

50 df1[dflSprice=70,] Flles  Plots Packages Help  Viewer =
51 dfb=dfl -

52 dfl-dfl[-23,] & ot =
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54 range(df15km)
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Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixit/Sesslon 3/ =0

» library(x1sx)

Loading required package: rlava

Loading required package: xlsxjars

» dfl=read.x1sx(file.choose(), 1, header = T)
» dfl=df1[, 'apply(is.na(dfl), 2, all)]

> Age=2017-df1Smfg_vear

> dfl=chind(df1, Age)

> df1=df1(,-c(1,2,3)]

> df1$Transmission=as.factor(df 1$Transmission)
» df1Sc_Price=as.factor (df1Sc_Price)

>

So, we will rerun the same lines that we did in the last in the previous lecture. So, we can
see that there are 79 observation 11 variables in the environment section and then let us
re create this age variable has discussed in the previous lecture let us append it to the data
frame and let us subset the data frame right and let us also convert these variables. Now

you might remember in the last session we had a eliminated one of the observation which



was which was actually out layer. So, let us perform the same operation again. So, this

was the observation let us take back up and then again eliminate the observation.
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39 df1STransmssion=as.factor(df1$Transmssion)
40 df1Sc_price=as.factor(df1Sc_price)

41 str(dfl)

42 summary(df1)

43

44 #SCATTERPLOT

45 range(df15km)

46 range(df1Sprice)

47 plot(df1skm, dflSprice, xlim = ¢(18,180), ylim = c(1,75),
48 xlab="kM", ylab="Price")

49

50 dfl[df1sprices70,]

51 dfb=dfl

52 Wfl=df1[-23,]

53

54 range(df15kM)

S5 ranne(df1<price)
521 (1op 1 svel) =

Console C:/Users/user/Desktop/MOOC January 2018/0r. Gaurav Dixi/Sesslon 3/
» dfl=read.x1sx(file.choose(), 1, header = T)
> df1=df1[, lapply(is.na(dfl), 2, all)]
> Age=2017-df1Smfg_vear
> dfl=cbind(dfl, Age)
> dfl=dfl(,-c(1,2,3)]
» df1$Transmission=as_factor(df1$Transmission)
» df1Sc_price=as.factor(df1Sc_price)
> df1[df1SPrices70,]
Fuel_type SR_Price KM Price Transmission Owners Airbag C_Price Age
23 Dpiesel 1619 72 ) i i g
> dfb=dfl
>

J‘Mﬂ O% | [ #souie ~

=g Xx

& project (Non) ©

=1 Environment  History -
*E
) clabal | nvironment «
Data
0dfl
0dfb
values
Age

Fmportoanaeer v tiwe |

79 obs. of 9 variables [
79 obs. of 9 variables [

num (1:79] 45649563

Flles Plots Packages Help Viewer =0

& ixport *

wseript 3

=0

Now, we want to have a look at the data set this

observation and 9 variable.
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50 dfl[dflsprices70,]
51 dfb=dfl
52 dfl-df1(-23,]
53
54 range (df15km)
S5 range(df15Price)
56 plot(dfiskm, dflsprice, x1im = c(18,180), ylim = ¢(1,15),
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Console C/Users/user/Desktop/MOOC January 2018/0r. Gaurav Dixtt/Sesslon 3/

23 piesel T6RTIN/?: i il 1 i3
> dfb=dfl

> dfl=df1(-23,]

> head(df1)

Fuel_type SR_Price KM Price Transmission Owners Airbag C_Price Age
1

1 petrol 8.88 75.000 5.6 0 0 1

2 Diesel 6.99 49.292 3.95 0 1 0 W 9
3 petrol 7.18 48.000 2.99 0 1 0 W G
4 petrol 4.92 41.000 2.35 0 1 0 0 4
5 petrol 13.50 110.000 3.65 1 2 0 OIS
6 petrol 5.74 60.000 2.99 0 1 0 (OS5
B T

& project (Nor) =

1 Environment  Histary =0
_#soue P E ot st +
£ clobal  nvironment =
pata
]| 0dfl 78 obs. of 9 variables [
0 dfb 79 obs. of 9 variables ]
values
Age num [1:79) 4 5649563
flles  Plots  Packages Help  Viewer =0
& xport
I eript 2
=0

So, let us go back to the point where we stopped in the previous lecture. So, we were

going through some of the examples of box plots. So, I think what I remember is we



completed a one box plot. So, let us discuss another one, this particular box plot is
between kilometre and the categorical price. So, let us look at the range of kilometre
because we would have to specify that in the y limit because this particular variable is
going to be on the y axis. So, let us do that you can see the range and you can see the y
limit that we have specified in this particular line is actually covering this range for

kilometre. So, now, let us create the box plot.
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79  #80XPLOT
80 range(dflSprice) L 1
81 boxplot(df1SPrice~df1STransmission, ylim = c(0,15), xlab="Transmission", 0dfl 78 obs. of 9 variables [
8 ylab="price") -l 0dfb 79 obs. of 9 variables (]

83 means=by(df1Sprice, dflSTransmission, mean) Yolrs
84 points(1:2, means, pch=3)

8 Age num (1:79) 4 5649563
86 range(df15Kn)

87 boxplot (df1SkM-df15c_Price, ylim = c(25,180), xlab="C_Price",

88 ylab="ku")

89 meansl=by(df1Skm, df1Sc_Price, mean) Flles  Plots Packages Help  Viewer =0
90 points(1:2, meansl, pch=3)

P oroom | Bipon e 01 % publich +

92 range(df15Age)
93 boxplot(dflSage~dflsc_price, ylim = ¢(0,12), xlab="c_price",
slah="Ana"

K1 (loplave) * weript 2

Console C:/Users/user/Desktop/MOOC January 2018/0r. Gaurav Dixit/Sesslon 3/ =0

Fuel_type SR_Price KM Price Transmission Owners Airbag C_Price Age 3 - @ 8
1 petrol  8.88 75.000 5.60 0 1 0 1 4 s e
2 Diesel (bRO9RRA0R2 023 R0) 0 1 0 M § < i —_
3 petrol  7.18 48.000 2.99 T Dl = — —
4 petrol 4.9 41.000 2.35 0 1 0 0 4 o | T
S petrol  13.50 110.000 3.65 il 2 0 0 9 0 == ;
6 petrol  5.74 60.000 2.99 0 1 0 0 5 T T
> range(df18KH)
(1] 27.5 167.0 0 1
> boxplot(df1$km~df1Sc_price, ylim = ¢(25,180), xlab="c_price",

+ ylab="K") b C_Price
> J

You can see this like the last like the last session last lecture this is the box plot that we
have. So, other understanding of the box plot remains same like the last session if you
want to display mean as well and that can also be done, but for that we will have to
compute the mean first. So, this is the code that we discussed in the previous section as
well. So, means are computed you can see means variable have been a created has been

created means one variable has been created and 2 values are there.

Now, let us plot these 2 points and you can see the plot now here also if you want to
compare how the kilometre variable k m variable is actually distributed for 2 groups 0
and 1 group 0 and group 1 you can see. So, in comparison to our the previous example
that we saw there is the both these boxes are closer to each other, but group 0 is slightly
on the lower side the distribution is slightly on the lower side and there is some
difference between box 0 and box 1. So, this kind of box plots as we discussed can also

help us in understand the difference between groups and we can also help you know



decide whether we need to include any interaction variable because of you know if we
see a significant difference in the distribution of data in 2 groups. So, we will have more

discussion on interaction and on other related concepts in coming lectures.

So, let us plot another one. So, this one is between age and the categorical price that we
have these 2 variables. So, let us look at the range because again this is going to be

plotted on the y axis we can see the range is 2 to 10.
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Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixit/Sesslon 3/ =0
6 petrol  5.74 60.000 2.99 T T 0 s == ==
> range(df 1$km) ! !

(1] 27.5 167.0

> boxplot (df1$km~df1Sc_price, ylim = ¢(25,180), xlab="c_price", :‘ E
+ ylab="km") H H

> meanslzby(df1$kM, df1$C_Price, mean)

> points(1:2, meansl, pch=3) T T

» range(df1$Age)

m 210 0 1

> boxplot(df1$age~df1Sc_price, ylim = ¢(0,12), xlab="C_price",

+ ylab="4ge") 2 C_Price

>

8

Age
4
Ry Ry

0

So, you can see the limit is also specified appropriately and other things remaining
similar. So, can see these 2 plots this one plot and we can also calculate means and plot

these 2 means for these 2 box plots let us look at the graphic.

Now, in this case this is in this case you would see the boxes are you know very you
know in the same range those these 2 boxes they are in the same range, but you would
see the median is coinciding with the first quartile in the box 0 and the box 1 it is
separated you can also see the which are means are also looking at the same value. So,
therefore, very close very little difference between these 2 distribution for these 2 groups

and 0 with respect to age.

Now let us do another example this is bit being showroom price and categorical price.
So, let us go through this range you can see appropriately specified in this particular line

box plot code.
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meansl=by(df1Skm, dflSc_price, mean)
points(1:2, meansl, pch=3)

range (df15age)

boxplot (df15age~df15c_price, ylim = ¢(0,12), xlab="c_price",
ylab="age")

means2=by(df1Sage, dflic_price, mean)

points(1:2, means2, pch=3)

range (df15SR_price)

boxplot (df15sR_price-df1Sc_price, ylim = c(0,25), xlab="c_price",
ylab="SR_Price")

[reans3=by (df1Ssr_price, dflSc_price, mean)

points(1:2, means3, pch=3)

# HEATMAP
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:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dlxlt/Sesslon 3/

ts(1:2, meansl, pch=3)

» range(df1$age)
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> boxplot(df1$age~df1Sc_price, ylim = c(0,12), xlab="c_Price",
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ylab="age

» means2=by(df1$age, df1Sc_price, mean)

» points(1:2, means2, pch=3)

> range(df1Ssr_price)

(1) 3.11 23.00

> boxplot(df1$sr_price~df1Sc_price, ylim = ¢(0,25), xlab="c_price",

+
>

ylab="sR_price")
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And we can plot the box plots and then means let us plot them now let us look at this
particular graph this looks much interesting you can see these 2 boxes a much bigger
difference you can see for group 0 you would see that price is showroom price was you
know showroom price distribution is on the a lower side and for group 1 the showroom
price is on the higher side. So, that is nothing unusual this is actually because of the way
cut work of price has been created the showroom prices actually following that you
know indicating the same difference at because both are related to pricing of the cars. So,

therefore, this difference this separation is very clearly visible or depicted in the box plot

because both these variables are related to price.

Now, let us come back to another plot let us come back to our slides.
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So, heat maps is the our next discussion, heat maps again they are another you know they
can be combined with the basic plots and distribution plots they display numeric
variables using some graphics based on 2 D tables will see how that is possible. Then we
can also use some of the colour schemes that could be use to indicate values. So,
different colours and different shades of colours could actually be used to indicate a

different range of value let say if a value lying between 0 and 0.1.

So, one particular shade could be used if the value is lying between 0.1 to 0.2 a darker
shade could be used if the value is lying between 0.3 and 0.4 a little bit more darker
colour could be used. So, therefore, in that in that fashion a colour ordering you know we
can use the colour scheme and that can the intensity of the shade that can help us indicate
whether the value is on the higher side all or on the lower side. So, 2 D tables any kind of
data that we can have that we can actually have in 2 D you know table format a table
format. So, therefore, that can be displayed using heat maps and the colour coding can
actually help us in understanding the data and some relevant insights developing some

relevant insight.

Now, as we talked about in the previous lecture as well that our human brains are capable
of doing you know much higher degree of visual processing. So, therefore, heat maps
can really be helpful especially when we are dealing with large amount of data. So, we

have large number of value values it might be difficult for us to find out different things



different sides about the data therefore, heat map this colour things can actually help us
in building our visual perception, now those visual perception can be carry forward for

subsequent analysis and used for then later on used for formal analysis.

Now as you can see in the slide second point about heat maps is useful to visualize
correlation and missing value. So, as we talked about because different colour shades are
going to be used therefore, in the correlation metrics if there is a higher value if there is a
high degree of correlation between 2 particular numerical variables. So, that can be
shown with the darker shade and if there is low degree of correlation, low value of
correlation coefficient then a lighter state could actually be selected. So, therefore, the
different shades in density of these colour shades that can all actually help us in finding
out which variables are highly correlated and which variables are have or having low

correlation values right.

Similarly, missing values can also be spotted. So, if we have the data generally as we
talked about in the starting lectures that generally data is displayed in metrics format or
in the tabular format. So, therefore, that data can actually be displayed and if there are
any missing values. So, they can be represented using you know whiter white colour and
the cells where the values are there can be represented as the darker colour or the black
colour. So, it would be easier to specify missing value we can. So, heat maps can also be
used to help us understand the missing ness in a particular data set if there are too many
missing values right that can also be spotted if there are duplicate rows and columns
probably because of the colour shades if the colour shade is a very similar for 2
particular rows or 2 particular columns or multiple rows or multiple columns. So, we can
again do a manual check to find out whether the values are whether it is a duplicate row

or column. So, heat maps can help us finding these problems.

So, let us go back to R studio, first will cover the correlation matrix. So, heat map can be
used for you know creating a correlation table heat map. So, first we need to compute
correlation. So, in this case you would see that in the data frame that we have data set

that we have let us have a relook.
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104 # HEATMAP f
105 # correlation matrix Vattos
106 M=cor(df1[,-c(1,5,8)]); M Age num [1:79] 4 5649563
107 symnum(m) means1 by (1:2(1d)] 75.1 83.9
lgg Mlupper.tri(M)]=NA; M means2 by [1:2(1d)] 5.77 5.6
1
110 # (orre]armn«ﬂmb\e heatmap Flles  Plots Packages Help Viewer P m|

111 heatmap(M, Rowv=NA, symm = T, col=grey.colors(1000, start = 0.8, end = 0.2), 5% N P R

112 scale = "none", margins = c(8,4))
113
114 # pata matrix
118__& iccina valua haatman £ar firce A racards
10611 (lop | evel) & I eript 2
Console C/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dlxlt/Sesslon 3/ =0 f e
+ ylab="sR_price") o & A
> means3=zby(df1$sR_price, dfl$c_price, mean) ';:’ | o
> points(l:2, means3, pch=3) ﬂ‘\ o ﬁL
> head(df1) ¢ * 1
Fuel_type SR_Price KM Price Transmission Owners Ai rbag C_Price Age 7] - $ T
1 petrol 8.88 75.000 5.60 0 1 i 4 = 4
2 Diesel 6.99 49.292 3.95 0 1 0 W 9 T T
8] petrol 7.18 48.000 2.99 0 i1 0 0 6
4 petrol 4.9 41000 2.35 o 1 0 04 0 1
9 petrol 13.50 110.000 3.65 1 2 0 0 9
6| petrol 5.74 60.000 2.99 0 1 0 W 5 C_Price
> 3

So, you can see that column 1 5 and 8, 1 and then 5 and then 8 having left out in the
correlation function reason being obvious that these are factor variable or categorical
variables. So, that the correlation values it requires numerical variables. So, let us

compute the correlation values among the remaining numerical variables this.
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100 ylab="SR_Price")
101 means3=by(df1SsR_Price, dflSc_price, mean) Lo
102 points(1:2, means3, pch=3) 0dfl 78 obs. of 9 variables @
tgi o 7 0dfb 79 obs. of 9 variables [
HEATMAP oG 1o
105 # correlation matrix Ll num [1:6, 1:6) 10.3769 .. J
106 M=cor (dfl[,-¢(1,5,8)]); M values
107 pymnum(m) Age num [1:79) 4 5649563
183 Mlupper.tri(M)]=NA; M meansl by [1:2(1d)] 75.1 83.9
1
110 # correlational table heatmap Flles  Plots Packages Help Viewer |
111 heatmap(M, Rowv=NA, symm = T, col=grey.colors(1000, start = 0.8, end = 0.2), E p ,
112 scale = "none", margins = c(8,4)) © & room | Bigon - Q]| f G iy -
113
114 # pata matrix
118__# miccinn valua haatman £ar fircr A racaeds
041 (Ioplevel) I eript 3
Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dlxlt/Sesslon 3/ =0 ~
J—
4 petrol 4.92 41.000 2.35 0 1 0 0 4 o & A
s petrol  13.50 110.000 3.65 il 2 0 0 9 o il o
6 petrol 5.74 60.000 2.99 0 1 0 O 5 L5 o
> M=cor(df1[,-c(1,5,8)]); M 2 <=9
SR_Price KM Price owners Airbag Age 7] B $ i
SR price 1.00000000 0.376916821 0.71373224 0.02460748 0.572053268 0.25481257 = d
0.37691682 1.000000000 0.05020636 0.32363147 -0.007329818 0.51923575 T T
Prue 0.71373224 0.050206360 1.00000000 -0.16263885 0.585389937 -0.12609066 1
owners 002460748 0.323631474 -0.16263885 1.00000000 -0.205836831 0.29168521 0
Airbag  0.57205327 -0.007329818 0.58538994 -0.20583683 1.000000000 -0.09723257
Age 0.25481257 0.519235751 -0.12609066 0.29168521 -0.097232573 1.00000000 C_Price

>

You can see a correlation matrix has been displayed there this metrics is symmetrical. So,
upper half is symmetrical to the lower half you know this diagonal is there all the values

are 1. So, this value 1 is between the same variables. So, the variable is going to be



hundred percent correlated with itself therefore, these values are one other values are

showing the particular correlation coefficient.
Now we can have a different kind of a table for the same data.

(Refer Slide Time: 14:13)

(TR o'
I View RIS NCKon KA Lo Mone 1006 Help
Q.- S (» v ndding K project (Nore) =
07 svisual i x =] Environment History =0
a M osouceonsae  Q /o £ - PRy % [ #Sune - P E ot list+
99 boxplot(df1SsR_Price~df1Sc_Price, ylim = c(0,25), xlab="c_price", “| @ Global | avironment
100 ylab="Sr_price")
101 means3=by(df1SsR_price, dflSc_price, mean) patay ¥
102 points(1:2, means3, pch=3) 0dfl 78 obs. of 9 variables @
igz . 7 0dfb 79 obs. of 9 variables ]
HEATMAP e
105 # correlation matrix M num [1:6, 1:6) 10.3769 .. (J
106 M=cor (df1[,-c(1,5,8)]); M values
107 symnum(m) Age num (1:79) 4564956 3
lgg Mlupper.tri(M)]=NA; M means1 by [1:2(1d)] 75.1 83.9
1
110 # correlational table heatmap Flles  Plots Packages Help  Viewer =0
111 heatmap(M, Rowv=NA, symm = T, col=grey.colors(1000, start = 0.8, end = 0.2), 5 e i

112 scale = "none", margins = c(8,4))

114 # pata matri
£ Uiseion ualua beatman £ac fices € cacads .
It Seript 3

1061 (Iop 1 evel)

=0

Console C/Users/user/Desktop/MOOC Janusry 2018/Dr. Gaurav Divi/sesslon 3/
Age 0.25481257 0.519235751 -0.12609066 0.29168521 -0.097232573 1.00000000
> Symnum(M)

S KPOArAg
SR_Price 1
KM ol
PricelE e\
owners o b T
Airbag i 0 1

0

SR_Price
10 20

(S0 Y S 1)
{oo

Age .

attr(, "legend")

(G0 O) 08 0" O g7 O S 00 U5 el T L C_Price
>

This is the function same num. So, you can see different kind of depiction here. So, you
can see the variable names here in the rows and in the column also variable names are
there. So, the 1 representing the a 100 percent correlation and you would see the some
notations are given in the at the bottom of this particular output, see this single code is
used for values lying between 0 and 0.3 dot is being used for values are lying between
0.3 and 0.6 comma is being used for values lying between 0.6 and 0.8 plus is being used

for values lying between 0.8 and 0.9.

Hash trick is being used for values between 0.9 and 0.9 5 and the b is being used for
values between 0.9 5 and 1. So, you can see there is 1 we can see 1 comma here and then
several dots. So, this comma value might be somewhere between 0.6 and 0.8 and dots
could be somewhere between 0.3 and 0.6. So, this is quite similar to what we were
talking about the heat maps heat map will so the same thing using colours. So, in this
case this particular function sym num is displaying different different value using

different symbols. So, now, because the there is symmetry in the matrix.
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B KT (0 Vew Dok oo Rld Doy N Ik Hep

Q- =T [+ 1 nddins + & Project (Nore) *
0 svisual x (]| Environment  History =0
a M osouconsae Q 20 £ - “#Run 5% [ #soune v ?H Fmportianet | f list

99 boxplot(df13sR_Price~df1Sc_Price, ylim = c(0,25), xlab="c_price", “| @ Global | avironment «
100 ylab="Sr_price")
101 means3=by(df1SsR_price, dflSc_price, mean) Loy
102 points(1:2, means3, pch=3) 0dfl 78 obs. of 9 variables J
103 7 0dfb 79 obs. of 9 variables [
104 # HEATMAP M num [1:6, 1:6) 1 0.3769 .. [J

105 # correlation matrix

106 M=cor(dfL[,-c(1,5,8)]); M Values

107 symnum(M) Age num [1:79]) 4 5649563
183 Mlupper.tri(M)]=NA; M meansl by [1:2(1d)] 75.1 83.9

1

110 # correlational table heatmap 1 Flles  Plots Packages Help  Viewer =0
ﬁ; heatnap(, Row=\a, sym = T, col=grey.colors (1000, start = 0.8, end = 0.2), T LTS
13 ReAmADG oy = Sy o el NULY, it = i, el = helis, ederun = ncion(d, w) reorder(, w), A e, symm = TS, e = identicalColy,

114 # pa Fowscale CCrow’ "lumi, none), natm  TRUE margins —<(5, 5, ColSideColors, Rowsidecolors, coxRow 02 1 1/og10(), exCol 02 + og10(uc) labRow  NULL labcol
% sus, = NULL, main = NUIE, b = NUIE yiab = NULE, ke dendro = 1414, verbose = qetOption(verbose?), )

118

1M (lop | evel) % WSeript =

Console C:/Users/user/Desktop/MOOC January 2018/0r. Gaurav DIxlt/Sesslon 3/ =0 ~
Age . e &4
attr(, "legend") o J o
(Bl (0% 70 %" 046 5" 0 U7 040 9 04 7 A (1‘ ° i
> M[upper.tri(M)]=NA; M v =

SR_Price KM Price Owners Airbag Age 7] B $ S

SR_Price 1.00000000 NA NA NA NA NA a4
KM 0.37691682 1.000000000 NA NA NA NA T T
pPrice 0.71373224 0.050206360 1.0000000 NA NA NA
owners  0.02460748 0.323631474 -0.1626389 1.0000000 NA NA 0 1
Airbag  0.57205327 -0.007329818 0.5853899 -0.2058368 1.00000000 NA
Age 0.25481257 0.519235751 -0.1260907 0.2916852 -0.09723257 1 C_Price

>

So, let us get rid of the one of the triangle. So, in this case we just want to keep the lower
triangle. So, upper triangular values have been assigned as NA, now let us create the
correlation table heat map. So, this is the code you can see the first argument in this
particular function heat map is the metrics itself then there are some other arguments
symmetry is in this case is 2 colour we have specified as grey colour. So, we want to
have now we want to use the grey pallet we will understand more about colour schemes
in R later in this lecture so, this particular function grey dot colours can be used to create

a number of grey a number of grey shades.

Now, for example, we want to create 1000 shades starting from value ranging from 0.8
and ending at 0.2. So, the values can be start between 0 to 1 range, but we are is a
restricting ourselves to 0.8 to 0.2 scales we are not scaling the data that we have because
this i1s already correlation value. So, they are already standardised margins we have a

specified.
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I View Pofe Sescon . ehy IYOne 1008 Welp

=L e nddins v K project None)
07 yvisualit x =1 Environment History =0
» 3 ,
§ souceonsoe | @ Ze L] - _wu o9 #soue T B Pmportvataset + | f list =
LUL  MEars 3=y (01 L3SK_MI'ICe, O L3C_VIILE, Mmearn)

102 points(1:2, means3, pch=3) “| @ clobal I nvironment =
103 Data

104 # HeATMAP 0dfl 78 obs. of 9 variables ]
105 # correlation matrix i

106 M=cor(dfil,-c(1,5,8))); M 0dfb 79 obs. of 9 variables 3
107  symnum(M) M num [1:6, 1:6] 1 0.3769 .. (]
108 M[upper.tri(M)]=Na; M values

109 Age num [1:79) 4 5649563
110 # correlational table heatmap ¢

111 heatmap(M, Rowv=NA, symm = T, col=grey.colors(1000, start = 0.8, end = 0.2), meansl by [1:2(1d)] 75.1 83.9

112 scale = "none”, margins = c(8,4)) Flles plots Packages Help  Viewer =0

B room | Bipors O f % wublich +
SR_Price
KM
Price

114 # pata matrix A
115 # Missing value heatmap for first 6 records

116 heatmap(head(as.matrix(dfl[, -c(1,5,8)])), Rowv = NA, Colv = NA,

117 col=grey.colors(1000, start = 0.8, end = 0), scale = "column",

141 (lop | evel) & R eript 3

Console C/Users/u top/MOOC January 2018/Dr. Gaurav Dixlt/Sesslon 3/ =0

[13 0" " 0.3 °.7 0.6 "," 0.8 "+ 0.9/ '+ 0,95 ‘8! 1 Owners

> M[upper.tri(M)]=NA; M 2
SR_Price KM Price owners Airbag Age Alrbag

SR_Price 1.00000000 NA NA NA NA NA Age

Ko 0.37691682 1.000000000 NA NA NA WA

price  0.71373224 0050206360 1.0000000 NA N NA Mol e el

owners 002460748 0.323631474 -0.1626389 10000000 NA NA JERCENC RO B

Afrbag  0.57205327 -0.007329818 0.5853899 -0.2058368 1.00000000 NA a o g 5

age 025481257 0.519235751 -0.1260907 0.2916852 -0.09723257 1 x e}

> heatmap(M, Rowv=NA, symm = T, col=grey.colors(1000, start = 0.8, end = 0.2), %)

+ scale = "none", margins = c(8,4))
>

So, let us execute this particular code you can see the output this is the graphic that we
have. So, in this graphic you can clearly see that a diagonal values they are in the darker
shade because there is the each variable is going to be 100 percent correlated to itself
therefore, these value are being repainted by the darker shade having perfect correlation
other values you would see slightly a lighter a shades of grey have been used, but the
intensity of the shade in indicate higher value and higher intensity indicates higher value
and lower indicates lower intensity of the shade in indicates lower value. So, these a
white is kind of light grey kind of you know rectangles are squares shown here the
correlation values for the corresponding variables pair of variables are in the lower side
and the slightly darker for example, this particular one we mean price and SR price that
is this we can understand that showroom price is going to be highly correlated with the

price of the car.

So, therefore, the correlation is value correlation value is going to be on higher side and
similarly the colour is on the you know this is higher intensity in higher shade of grey
colour. So, this can actually help us visualizing in terms of finding out which particular
periods of variable are highly correlated. So, therefore, we can say price and SR price we
can also say SR price and airbag you can also say kilometres and age right similarly
price and airbag. So, these a particular set of variables they seem to be highly correlated

with SR price and price being very highly correlated.
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07 yvisual x =1 Environment History =0
g M osueosawe | Q 2o 1 . “BRun | % [ #soune - P E ot list+

U5 # LOMTEIaLIon MLl ix T

106 M=cor(df1[,-c(1,5,8)]); M &) clobal t nvironment =

107 symnum(m) Data

igg Mlupper.tri(M)]=NA; M 0dfl 78 obs. of 9 variables [

110 # correlational table heatnap m) 0 dfb 79 obs. of 9 variables [

111 heatmap(M, Rowv=NA, symm = T, col=grey colors(1000, start = 0.8, end = 0.2), M num [1:6, 1:6] 1 0.3769 .. [

112 scale = "none", margins = c(8,4)) values

113

£ Age num (1:79] 4564956 3

114 # pata matrix x

115 # wissing value heatnap for first 6 records L MO € B

116  heatmap(head(as.matrix(dfl[, -c(1,5,8)]1)), Rowv = NA, Colv = NA, fles Plots  Packages Help  Viewer e

117 | col=grey.colors(1000, start = 0.8, end = 0), scale = "column”, - -

118 Lmargins = c(8,4)) 5 Prom Bigne 0] f % wbich +

119 heatmap(as matrix(df1[, -c(1,5,8)]), Rowv = NA, Colv = NA, .

120 col=grey.colors(1000, start = 0.8, end = 0), scale = "column”, SR_Price

121 margins = c(8,4)) KM

/R (loplevel) Reript &

=0

Price
Owners
Airbag

Console C/Users/user/Desktop/MOOC January 2018/0r. Gaurav Dixtt/Sesslon 3/
L 0 i 06 B 078 B 00 e 00 SRR ATS
> M[upper.tri(M)]=NA; M

SR_Price KM Price owners Al Fbﬂg Age
SR_Price 1.00000000 NA NA NA NA A Age
K 0.37691682 1.000000000 NA N NA WA
price  0.71373224 0050206360 1.0000000 NA N NA 0o e
owners  0.02460748 0.323631474 -0.1626389 1.0000000 NA A JERRCEC RGO B
Airbag  0.57205327 -0.007329818 0.5853899 -0.2058368 1.00000000 NA e ¢ § z
Age  0.25481257 0.519235751 -0.1260907 0.2916852 -0.09723257 1 x fe}
> heatmap(M, Rowv=NA, symm = T, col=grey.colors(1000, start = 0.8, end = 0.2), %)

+ scale = "none", margins = c(8,4))
>

Similarly the data metrics or missing value heat map can be depicted using heat map
function. So, what we are trying to do here is. So, generally missing value heat map is
actually if the value is present it is generally shown in the darker shade, if the value is
absent then it is shown in you know lighter shade. So, that generally you know the colour
that is used is black for the value being present and white for value being absent so, but
in this case we are not doing that because the data set that we have all the values are
present. So, instead of that what we are trying to do here is to just show you to give you
the feel of heat map in the data metrics case missing value heat map case for first 6
records and then later on for all the records we are depicting different shades of grey

colour for different actual values. So, depending on the value different colour shade

would actually be shown.

So, for first 6 records we are going to run this code you can see head is the function that
has been used for to actually subset the a data frame for first 6 records you can see grey
colours the scheme is this slightly different scale, now we want to standardise this scale
because column wise. So, column wise scaling is going to be done margins are also

mentioned there. So, let us run this code.
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Ve KON (o0 Vew Dot Sooon Bl Dk Monelonks Heip
K project (None) =

Q- = e : 2+ 1 adding +
07 svisual it x ~ () Environment  History =0
a M osoueonsae @ fv £ v “HRun 5% #Soune @ E Pt - | f i | @
U0 MECOFLO1L[,CLL,3,0)); M 5 »
107 symnum() &) clobal t nvironment =
108 mlupper.tri(M)]=Na; M pata
109 i
110 # correlational table heatmap 0::; ;2 oﬁs, °: : var\laz:es -
111 heatmap(M, Rowv=NA, symm = T, col=grey.colors(1000, start = 0.8, end = 0.2), ks obs. of 9 variables @
112 scale = "none", margins = ¢(8,4)) M num [1:6, 1:6) 1 0.3769 .. [J
113 values
114 # pata matrix .
115 # missing value heatmap for first 6 records poe . :"’"[?ég;); §55148§ ; G
116  heatmap(head(as.matrix(df1[, -c(1,5,8)]1)), Rowv = NA, Colv = NA, Reans y L2 —
117 col=grey.colors(1000, start = 0.8, end = 0), scale = “column”, Flles  Plots Packages Help  Viewer =0
118 margins = c(8,4)) P ; T
119 heatmap(as.matrix(dfll, -c(1,5,8)]), Rowv = NA, Colv = NA, ‘] B room | Buipor e Q) ff % vublich +
120 col=grey.colors(1000, start = 0.8, end = 0), scale = "column",
121 margins = ¢(8,4))
122 2
191 (lop [ evel) & 1 Seript &
Console C/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixlt/Sesslon 3/ =0
SR_Price 1.00000000 NA NA NA NA NA i
KM 0.37691682 1.000000000 NA NA NA NA
price  0.71373224 0.050206360 1.0000000 NA NA NA

oOwners  0.02460748 0.323631474 -0.1626389 1.0000000 NA NA

Airbag  0.57205327 -0.007329818 0.5853899 -0.2058368 1.00000000 NA

Age 0.25481257 0.519235751 -0.1260907 0.2916852 -0.09723257 1

> heatmap(M, Rowv=NA, symm = T, col=grey.colors(1000, start = 0.8, end = 0.2),
+ scale = "none", margins = c(8,4))

> heatmap(head(as.matrix(df1(, -c(1,5,8)])), Rowv = NA, Colv = NA,

+ col=grey.colors(1000, start = 0.8, end = 0), scale = "column",
margins = c(8,4))

£

>

You can see for first 6 observations we can see for different columns different variables
and the values. So, for example, you can see the airbag it looks white and the colour is
predominantly white you can see most of the values in airbag they were actually 0. So,
therefore, this whiter shade of grey colour has been used similarly you can see this 5th
row this is mainly in the, you know many cells, many squares in this many cells in this

particular row they are in the darker shade. So, higher values are there in this particular

Trow.

Similarly, you can see that KM column this is slightly on the darker side so; that means,
higher values are there in the m column per KM variable. Similarly we can create the

heat map for all the rows for all the records.
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111 heatmap(M, Rowv=NA, symm = T, col=grey.colors(1000, start = 0.8, end = 0.2),

112 scale = "none", margins = c(8,4)) pata

113 i

i [ T— w.)dfl 78 obs. o: 9 var\labhs @
115 # missing value heatmap for first 6 records 0dfb 79 obs. of 9 variables (]
116 heatmap(head(as.matrix(df1[, -c(1,5,8)])), Rowv = NA, Colv = NA, L num [1:6, 1:6] 1 0.3769 .. (]
117 col=grey.colors(1000, start = 0.8, end = 0), scale = "column”, values

118 margins = c(8,4))

119 heatmap(as.matrix(dfl[, -c(1,5,8)]), Rowv = NA, Colv = N, ,:3:,.51 :;m[?zﬁ;); ;361482 ; i
120 col=grey.colors (1000, start = 0.8, end = 0), scale = “"colum”, - dteeiey

g% margins = c(8,4)) Flles  Plots Packages Help Viewer =0
123 [ MULTIDIMENSIONAL VISUALIZATION hp B oom Bt e Q) % wblich +

124 # color-coded Scatterplots
125 palette()

126 palette(rainbow(6)) .
1251 (loplevel) 3 I eript 2

Console C/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dlxlt/Sesslon 3/ =0
owners  0.02460748 0.323631474 -0.1626389 1.0000000 NA NA 7
Airbag  0.57205327 -0.007329818 0.5853899 -0.2058368 1.00000000 NA

Age 0.25481257 0.519235751 -0.1260907 0.2916852 -0.09723257 1

> heatmap(M, RowvzNA, symm = T, col=grey.colors(1000, start = 0.8, end = 0.2),
+ scale = "none", margins = c(8,4))

» heatmap(head(as .matrix(dfl[, -c(1,5,8)])), Rowv = NA, Colv = NA,

+ col=grey.colors(1000, start = 0.8, end = 0), scale = "column”,

+ margins = c(8,4))

> heatmap(as, matrix(df1[, -c(1,5,8)]), Rowv = NA, Colv = NA,

+ col=grey.colors(1000, start = 0.8, end = 0), scale = "column",

+ margins = c(8,4))

>

So, this is the heat map you can see now this is the number in indexing for the rows 1 to
79 because we had 79 observations you can see that. So, in depending on the values itself
the shade has been selected had it been for missing value actual missing value heat map.
So, we would had we would see either black or white, white in the places where the
value is absent and the black in the places where the value is present. So, we want to do a

similar thing for in the for our data set whole table is going to look black because there is

no missing value now that brings us to our next discussion.

So, let us come back to our slides, next discussion is on multidimensional visualization.
So, most of the most of the visualization techniques or plots that we talked about they
were mainly 2 D 2 dimensional. Now, we can also have some features which can actually
add to the 2 D plots that we have a gone through till now and in a way they would be

multidimensional because some of the features that are mentioned in this particular slide.
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These features are going to give that multidimensional feel. So, our visual perception can
be multidimensional you know using these features on 2 D plots. So, you can see
multiple panels if we can have multiple panels. So, if you just 1 scatter for example, if
you use just 1 scatter plot only 2 variables can be selected, only 2 variables can be
visualized, but if we have multiple panels right. So, we can have you know pair wise
scatter plots for many variables and at in one go we can look at different variables and

the relationships and the information overlap and many other things.

So, multiple panels can give us the multidimensional look using the 2 D plots, similarly
colour. So, colour coding can be done for different groups of a categorical variable. So,
that will also give us the multidimensional and it will help us in building our visual
perception size and shape. So, a different size and shape for points that are being
depicted or shown forgettable graphics that is being generated different size and shapes
can be can actually be used and therefore, that can help us give that multidimensional
feel from the 2 D plot animation can be done which can actually help us in visualizing a
changes over time some operations like aggregation of data rescaling and interactive you

know visualization that can also be done to have that multidimensional feel.

Now, when we create a real multidimensional visualization like 3 D plots their visual
perception is not that much clear it is difficult for us to a learn something from 3 D plots.

So, it is more easier for us to because of the way we having learning over the years our



learning with respect to 2 D plots from 2 D plots is much better than in higher
dimensional done from higher dimensional plot. Now the main idea is again for these
features and the operations that we talked about the main idea being help build visual

perception that is going to help using support in the subsequent analysis.

So, let us go back to our studio and will go through some of the plots. So, first one being
colour coded scatter plots. So, before we do some before we create some of the colour
coded scatter plots let us understand the coloured schemes in R in R. So, there is this
function pallet which can actually help us understand the default you know colour

scheme for R in R.
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123 # MULTIDIMENSIONAL VISUALIZATION & clobal 1 vironment =

124 # color-coded scatterplots Data

125 palette() .
126 palette(rainbon(6)) o W cln, & Ol |
127 palette("default") 0 dfb 79 obs. of 9 variables a
128 L ] num [1:6, 1:6] 1 0.3769 .. (]
129 range (df15age) values

130 plot(dfisage, df1SkM, xlim = c(0,12), xlab="Age", ylab="Ku", o o R 05630563
131 1=df1Sc_p A

o (B meansl by [1:2(1d)] 75.1 83.9

133 # separate panel for each group -
134 Age_groups=levels(as. factor(df15age)) Fles  Plots  Packages Help  Viewer =
135 Age_groups2=as.numeric(Age_groups) ® B oom Bigor+ O % vublich +

136 avgPricel=NULL
137 avgPrice2=NULL
138+ for(x in Age_groups2) {

b
I

|
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— =
————__,
Console C:/Usersuser/Desktop/MOOC January 2018/Dr. Gaurav Dixit/Session 3/ =0 —— p—
Age 0.25481257 0.519235751 -0.1260907 0.2916852 -0.09723257 1 e
> heatmap(M RowvzNA, symm = T, col=grey_colors(1000, start = 0.8, end = 0.2), — e __]
scale = "none", margins = c(8,4)) S
> heatman(head(as matr\x(dfl[ -c(1,5,8)])), Rowv = NA, Colv = NA, e — -
col= =grey. colors(1000, stdrt = 0.8, end = 0), scale = "column”, TP
+ margins = c(8,4)) 8 P 8 2 g %
> heatmap(as.matrix(df1[, -c(1,5,8)]), Rowv = NA, Colv = NA, c X ¢ O 2 <
+ col=grey colors(1000, start = 0.8, end = 0), scale = "column”, Q a E 3
margins = ¢(8,4)) ncl (o]
> pahtm() 7}

(1] "black"  "red" “green3" "blue”"  “cyan"  “magenta” “yellow" ‘“gray"
»

We run this particular function you can see different colours are depicted here black red
green 3 green 3 blue 7 all these colours are depicted. So, therefore, for any whenever in
any function we use the colour argument for example, in this plot this colour argument
has been used. So, these particular colours would be picked up in that order. So, for you
know first time black would be picked for different colouring red would be picked for
the third different separate colouring green 3 would be picked. So, this particular colour

scheme is going to be used to have different colours in your plots.

If you want to change this particular this particular colour scheme you can do that for

example, rainbow 6 this is one function that can actually change your pallet scheme. So,



you can pass on this argument in the function you can again check the values that is a

rerun pallet.
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138 - for(x in Age_groups2) {

101 (lop 1ave) 2 wseript 2

Fles Plots  Packages Help Viewer =0

;
m.

'?e'ﬂ

Console C/Users/user/Desktop/MOOC January 2018/Dr. Gauray Dixl/Sesslon
+ margins = c(8,4))

> palette()

(1] "black" “red" “green3" "blue"  “cyan"  "magenta” "yellow" ‘“gray"
> palette(rainbow(6))

> palette()

|
|

=0

j

(1] "red" "yellow" “green" ‘"cyan"  "blue"  "magenta" Noa RR g g
> palette("default”) e Mo P e <
» palette() a a g 3

(1) "black” “red" “green3" "blue"  “cyan"  "magenta” "yellow" ‘“gray" ml [o}

> range(df13age) %)

[ RN2R10)

>

You can see now the, this colour scheme has changed to rainbow 6 red, yellow, green and
these colours. So, right now will stick to the default scheme, let us reset it now you will
see a default scheme is there you can recheck it you can see it is black, red, green 3. Now
let us create a colour coded scatter plot. So, this is this plot we are going to create
between the variable age and kill and kilometres k m. So, a colour is again colour is
using. So, the colour feature that we are using this is for the categorical price variable.
So, for different groups of this variable we have 2 groups in this variable in this
categorical variable 0 and 1. So, for these those 2 different group different colours are
going to be used, the points that are going to be plotted between age and k m. So, for

different groups different colours would be used.

So, let us a run these 2 lines. So, range is 2 10, appropriately specified in the plot

function let us run you can see the plot.



(Refer Slide Time: 28:30)

s =78 x
W KOT (600 Vew Dot Noom B Dk Mone lonk Heip
Q- =1L v ndding K projet (None)
07 svisualit x =] Environment  History =0
M osouceonsae  Q 20 £ - “#Run % [ #Soune v 2 H gt - st ~
123 # MULTIDIMENSIONAL VISUALIZATION “1 @ clobal | vironment =
124 # iclur&;uded scatterplots | pata
125 palette .
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1481 (lop level) R eript &

Console C:/Users/user/Desktop/MOOC January 2018/0r. Gaurav Dixlt/Sesslon 3/ =0
(1] "black" “red" “green3” "blue”  “cyan"  "magenta” "yellow" “gray”

» palette(rainbow(6))

> palette()

[1] "red" "yellow" “green" ‘“cyan"  "blue"  "magenta"

> palette("default")

> palette()

(1] "black”  “red" “green3" "blue" “cyan" “magenta” "yellow" “gray" T
» range(df1Sage)

m 210 0

KM
100 160

e TN

40

> plot(df1Sage, dflSkm, x1im = ¢(0,12), xlab="age", ylab="km",
+ col=df1Sc_Price) Age
>

You can see 2 colours black and red as we have already seen that black and red are the
first and 2 second option. So, black has been used for the group 0 and the red has been
used for the group 1. So, you can see this particular plot. So, here we can have that 3
dimensional feel like we have 2 variables came in the y axis and age in the x axis and we
can see the relationship between k m and age in this particular this particular scatter plot
as the age of a vehicle is more the number of kilometres accumulated or of course, going
to be on the higher side, but you can also see that the red points or on the higher sides
slightly on higher side there are few red points on the lower side. So, therefore, we can
understand that categorical price were the you know which were assigned as one which
means which were assigned as which were having value more than 4,00,000 equal to our
more than 4,00,000 they have accumulated a more kilometres. So, those cars are being

used more often. So, that 3 third dimension is being depicted using colour in this case.

Now, another kind of multidimensional visualization that we can create is multiple panel.
So, we can create multiple panels each subtract panel for each group. So, let us go

through one example.
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|+ nddins + K Project (None)

07 svisual it x =1 Environment History =
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129 range (df15age) | @ ciohal | nvironment =
130 plot(dflsage, df1skM, x1im = c(0,12), xlab="Age", ylab="kM", Data

1=df. i
s IR R) 0dfl 78 obs. of 9 variables [
133 # separate panel for each group 0 dfb 79 obs. of 9 variables ]
134 Age_groups=levels(as.factor (df15Age)) M num [1:6, 1:6] 10.3769 .. (1]
135 Age_groups2=as.numeric (Age_groups) values
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137 avgPrice2=NULL
138« for(x in Age_groups2) { means1 by [1:2(1d)] 75.1 83.9
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}
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1417 (lop level) & seript 38

=0

Console C/Users/user/Desktop/MOOC January 2018/0r. Gaurav Dixtt/Sesslon 3/
(1] "black" “red" “green3” "blue”  “cyan"  "magenta” "yellow" “gray”
» palette(rainbow(6))

> palette()

1] "red" "yellow" ‘“green" ‘"cyan"  "blue"  “magenta"

> palette("default")

> palette()

100 160

BTN

KM

40

(1] "black" “red" “green3” “blue”  “cyan"  “magenta” “"yellow" “gray" T
> range(df1Sage)
1 210 0

> plot(df1Sage, dflSkm, x1im = ¢(0,12), xlab="Age", ylab="km",
+ col=df1Sc_Price) Age
>

So, this particular example is being done using 3 variables. So, essentially we are trying
to create bar plot and this bar plot is between this bar plot is mainly between price and
age and then the different panels are going to be used depending on the transmission. So,
for different transmission different panels are going to be used one panel per
transmission 0 and one panel for another panel for transmission 1 and the main bar plot

is between price and age were age is being used on the x axis. So, therefore, it has to be

categorical.

So, therefore, we need to create a categorical we need to convert age into a categorical
variable. So, let us start with that. So, age group is the variable is the categorical variable
that we are going to create out of this age variable. So, you can see age dot factor and
you can see age is already a factor, but to be saved this has this particular function has
been used. So, we are extracting the labels with the function which can be used on a
categorical variable to extract the labels different labels that are there in a particular
variable. So, let us. So, age was a numerical variables, in this case s dot factor has been
used to convert into a factor variable then it will have labels and labels function can be

used to get to retrieve those labels.
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1151 (lop | evel) 3 1 Seript &
Console C:/Users/user/Desktop/MOOC January 2018/0r. Gaurav DIxlt/Sesslon 3/ =0 24 o U
> palette(rainbow(6)) * i
> palette() o 7
(1] "red" "yellow" “green" ‘“cyan"  "blue"  “magenta" 3 S 1 § g o 8 8
> palette("default") - g g 8 o
> palette() ol g SEACEo)
[1] "black” "red" TP TR e el S S S Yot
> range(df1Sage) | P e e e |
[ 210
> plot(dflSage, dfiskm, xlim = c(0,12), xlab="Age", ylab="Kkn", OF 26 R E10 12
+ col=df1$c_price)
> Age_groups=levels(as.factor(df13age)) Age

>

So, let us do that, age groups has been created you can see different labels 2 3 4 5,
different cars with different ages. So, have now have been clubbed into different groups.
So, again this is for coming you know further computation that we need to create this
particular variable. So, we need to have you know we need to run a loop later you can
see for loop is there. So, for that we need this age groups to which can help us in running

through all the different age groups.

So, let us run then we are going to create a average price for each transmission group
transmission 0 and transmission 1. So, for that we have created these 2 variable average
price 1 and average price 2. So, let us initiate them once initialization is being run, for
each age group we are going to run this particular loop and we are going to create these 2
variables we are going to fill feed data into these 2 variable average price 1 and average
price 2 that is depending on that for transmission 0 and for you know all the groups for
the transmission 0 and all the groups and for each group we are going to create an
average price similarly for transmission 1 and for each age group we are going to

compute the average price, let us run this particular loop.
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111 (lop | evel) 3 I eript 2
Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixit/Sesslon 3/ =0 2 4 o
+ col=df1Sc_price) . b
> Age_groups=levels(as.factor(df1$age)) o T 0 S
> Age_groups2=as.numeric(Age_groups) 5 S A 8 g o8 8
> avgPricel=NULL g 8 g 8 o
> avgPrice2=NULL o g 5119 o
> for(x in Age_groups?) { N 08°%0
+ avgPricel=c(avgPricel, | P ) e e |
+ mean(df1[which(df1$Age==x & df1$Transmission==0),]$price))
+ avgprice2=c(avgPrice2, W & 4 6 6 7%
+ mean(df1(which(df1$Age==x & df1$Transmission==1),]$pPrice))
+1 Age
>

So, once this loop is done now there could be some groups where average price cannot
be computed because for you know that combination did not match for transmission 1
some of the age groups there were no data, no record similarly for different transmission
group transmission 0 there might be some age groups were there were no records. So, in
those cases this N a N would be automatically you know assigned in R. So, therefore, we

need to convert them to 0.

So, once this is done now we can now because we want to create a different 2 panels. So,
in this case par is the command that can be used I mean you can see m f row is the
argument. So, we want to create a 2 rows and 1 column right. So, we want to create 2 2
panels and the x axis is going to be the same. So, therefore, 1 column and there are going
to be 2 panels and on y axis so, 2 and see x is again 0.6 this is actually for the labelling
and this is actually for all the numbers that are going to be depicted. So, default is 1 and
0.6 is. So, we are scaling down the sizes of all the points all the numbers and text that is
there margin you already know this is outer margin this is also specified here. So, let us

run this command.

Let us have a look at the range because we are going to require that in bar plot. So, what

is the range is you can see from these 2 we can see that, between 0 to 9, if we have a 0 to

9 limit it would be covered.



(Refer Slide Time: 35:15)

S BT GO0 View IS SKOR Wala e Ine 160 Keip

Q- a|(» : F e nddins + K gt o) +
07 svisual i x () Environment  Histary =0
a M osoucconsoe | Q 2ol £ . - Rﬁ 5% #soue v @ H Pmportiatcet » | f e ©
14e MRGNLG1 LWL LSAGEZ=X & U143 1Fansinss 101==10, | 3¥1 108) ) .
143} &) clobal  nvironment = A
144 avgericel[which(avgprice M num [1:6, 1:6) 10.3769 .. (]
145 avgprice2[which(avgPrice; T
146
147 par(nfrow=c(2,1), cex<0.6, mar=c(3,3,0,0), oma=c(1,1,1,1)) Age nun [1:79] 4564956 3
148 Age_groups chr [1:9] "2" "3" "4" "§" .
149 range(angr\Icel) ~|  Age_group.. num [1:9] 23456789
150 range(avgPrice2) avgpricel num [1:9] 4.56 4.76 4.17 3
151 i avgprice2 num [1:9) 0 0 4.92 6.52 8.
152 barplot(avgPricel, names.arg=Age_groups, xlab = "", ylab = "", xaxt="n",
153 ylim = ¢(0,9)) lles Pl telp  Viewer 0
154 box("plot”) : ]t (i e
155 [legend("topright”, inset = 0.005, c("Trans=0"), bty = "n", cex = 1) @ B rom | Eigon s Q| f % wublich +
156 mtext("Avg(Price)”, side = 2, Tine = 2.2, cex = 0.7, adj = 0)
157 o4
158 barplot(avgprice2, names.arg=Age_groups, xlab = "", ylab = "", 3 o
1551 (Inp level) & R eript 2

2

Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav DIxlt/Sesslon 3/

=0

iilinnanil

+

}

> avgPricel[which(avgpricel=="NaN")]=0

> avgPrice2 [which(avgPrice2=="NaN")]=0

> par(mfrow=c(2,1), cex=0.6, mar=c(3,3,0,0), oma=c(1,1,1,1))

> range(avgPricel)

[1] 2.883333 4.764000

» range (avgPrice2)

(1) 0.00 8.71

> barplot(avgpricel, names.arg=Age_groups, xlab = "*, ylab = ", xaxt="n",
it ylim = ¢(0,9))

> box("plot") 4
>

So, let us plot this let us create a box legend trans 0 and then another the name of the y

axis.
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> range(avgpricel) o
[1] 2.883333 4.764000

» range(avgPrice2)

[1) 0.00 8.71 e

> barplot(avgPricel, names.arg=Age_groups, xlab = "", ylab = "", xaxt="n",

+ ylim = ¢(0,9 =81

> box("plot") <4
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And second plot walks name of the x axis and legend now you can see this plot has been
created. So, these are the 2 panels you can see the scale for x axis is same because the
same variable is being used on the x axis, but in the y axis the variable is same, but the
average price for different groups could be different. So, therefore,, but is still we have

used the same range. So, therefore, these 2 panels can actually be compared value by



value. So, therefore, you can see that most of the you know vehicles in different age
group right and having a transmission 0 they are around 4,00,000 average price for some
age group it is slightly slower as we move further this average price goes down till this
particular age group age group 8 and then again for age group 9 and 10 it is increasing
may be the cars over of the higher showroom price if you look at the transmission 1. So,
these are automatic cars. So, the average price for these cars is a slightly on the higher

side right more than 5 or closer to 6 right.

So, the automatic cars of course, they are going to be big costlier. So, therefore, used cars
also are also going to be on the higher side they are also going to be costly that is
reflected in this particular graphic and, but as the age increases you can see there is you
know slight you know decrease as the age of a car is increasing some of course, some
brazens are there, but that is the general sense. So, will today we will stop here and will

continue our discussion on some more visualization techniques in the next section.

Thank you.



