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Lecture — 58
Artificial Neural Network-Part VI

Welcome to the course Business Analytics and Data Mining Modeling Using R. So, in
previous few lecture we have been discussing Artificial Neural Network and is
specifically we were discussing over fitting issues that we have to encounter neural

network.

These talked about some of the points how the over fitting can be deducted, we talked
about that error on validation and test partition that difference with respect to the error on
validation the training partition, we will actually help us identify if the model is over

fitting to the data.

Now, different ways to sort out this problem limit the number of epochs. So, to stop the
training is to stop the training of neural network; the learning process or neural network
at the particular point where you know it just where it just fitting the information of

predictors rather than fitting to the noise.

So, one way that we discussed was a plot of validation error versus number of epochs;
that could be used to find the best number of epochs for training. So, point of minimum

validation error.
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So, similar exercise that we have been doing for that we have done previous techniques;
so, we discussed this part and we also want did some modeling to understand it better.

So, we will continue from there.

So, let us open R studio. So, let us load this library neural net. So, we will import the

data set that we are using.
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tive project with many contributors.

Type 'contributors()’ for mare information and

‘citazion()' on how to cite R or & packages in publications.
Type 'dema()' for some demos, 'help{)’ For en-line help, or
‘help.start(}’ for an HTML browser interface to help.

Type 'a()’ 0 quit R.

= Tibrary(neuralnet)

warning message:

package ‘meuralnet’ was built under & version 3.4.1
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ary(neuralnatl

9 message
o 'mouralnet’ was built under & version 3.2.1

q requir
Loading reqiiced package: x1ssjars
. gflsread x1sx(file.choasa(), 1, hasdar = T}

So, this was the data set. Let us say load this library xlsx. Then let us import the data set;

Used cars. Now, let us remove na columns, na rows, first six observation, few

computations that we have been doing.
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So, let us go through them quickly. Then other variable transformation, normalization we

will quickly go through. So, this part we have already gone through in previous few

lectures.
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Let us do partitioning. Now, the modeling that we have been doing; So, this is this

forever formula the epoch the model one that we that we built in the previous lecture, we

looked at the threshold value this was we talked about that combination of threshold

value and stepmax and how we were trying to build a model with tight limit to stepmax

and you know adequate threshold value.
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So, these models we had built we also looked at the performance of these models and we

saw how you know we saw how when we you know in these two different models. How



when we changed the you know training that is in the second one you can see just 1

epoch, the first one 30 epochs.
how that affects the output, the
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was over fitting to the over fitting to the data and we saw

that second model was probably under fitting to the data. So, we looked at all those

things.
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Now, let us move forward. We also we also did a model for neural network with the 18

hidden nodes. And we saw that that was over fitting even further.
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And so let us move. So, how do we find out the best model? So, as we talked about in

previous lecture as well as well that validation partition could be used.
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So, we talked about that we can run this particular loop, for so we can create a plot. Do

certain computation and related to threshold value. And so, for different threshold value

we can build a different models.



So, we will give a good enough number of stepmax, so that the models converge. And
then for different threshold values we would be building model and testing the
performance of those models on validation data. So, this particular excise we were doing
and so from there probably we can identify the minimum you know that point of

minimum validation error.
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So, let us again repeat this. So, let us run this. And in the in this in this particular loop as
you can see we are building model and you can see the threshold value i1 it will change.

So, this part we have gone through.

And then the best model would be selected out of the 20 repetition. And then that would
be then you know tested on this validation partition that we have. And then the

performance would be recorded.
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So let us run this loop. Let us load this library; rminer. So now, let us rerun this particular

these steps.

You see that for each threshold value we are running 20 models and for each threshold
value we are selecting best one and then testing this performance on validation partisans,

now it is done.
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So, let us create this data frame and this is the minimum value. Let us plot it. This is the

plot as you can see.
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Now, if we look at if we look at this plot the minimum error is at 0.0 0.016 that is
threshold value 0.03. Right however, if we run this process again then we would see that

the more stable numbers number might come at much later look at this plot.
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Right so; you would see that at this at this particular run we would see that 0.03 seems
0.03 seems to be 1 and the point with minimum validation error. But because of this
smaller sample size and the sample error we adjust for that we might pick for a slightly
different point. And these this particular plot is also subject to change we had we have

run this for just few number of threshold values and smaller data set. However, we can

use this value.

So in previous few runs what result few experiment that I had done. So, what was
observed that the values were minimum around 0.085 marks which is also reflected in

this plot as well. You can see 0.085 near point zero 0.09 in near, that mark the value was

quite close.

So, this is slightly different output. However, we will run the model at this one. Because
in more runs this was the value and threshold value and this is also three higher threshold

value; So, probably since we are facing the problem of over fitting, so the higher

threshold value would help us in avoiding that.

So, best model would be around this 0.085 value and let us run this. So, if we select us

because these were 20 runs. Let us select the best one.
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So, these are the values. The error is threshold and steps. And now, let us look at the
performance. So, the training performance as you can see 0.027. If we look at the this

performance on test partition validation partition.

(Refer Slide Time: 08:41)

sesion
- S | B9 Do =
z i, “rpropr”, threshald — 0,085, stepmax = 30°epoch, E
22z ~dfztra nec (9, linear. T =
uz datadiZurain, mdcen-c (91, 11near. outgut TR
I2a sanualT  logi [1:79] TRUE TRUE TALE
225 bastoac integer(uhich.min(nodSiresy] tnatrix(eerror ), 1 maxgfl  oum [1:6] 116 167 72 2 1 10
226 med§ i1t Price ~ SR_Price + KM + o
a7 . ; mindf1 33.11 191,151 0
U A-mwiriclifiintorics, modSner resuls(ieeii L], cllmmse™)); 02 T =
230 tconpute inods, dfZtestl, ci3)|, rep - best mad2 Lizz of 13
231 cldfitestiPrica, nedStestiner.resulc] et ) w8
23z Files POl Packages  Help  Viewss
233 W ck stcane variavle to original wnits -
732 bewaxdflial b Emn Mimois @ f B -
2315 a windfll3 a
234
7 i
FEtR W - I R
carnscle B - % =
+ data=dfZtrain, fridden=c(%). Tinear.outpur=T, o5 by s o
5 1 o >
' rep = 20) = A il 0
= bestaas.integer{which. mr(nnd'ire:-n:.n:mx[:('errar':. m s o |/l I '“|, e
> madiSresult matrix[1:3,best] g TR | I
srrar reached. threshold stEps b I | A B
0.02731565186  0.07633396996 630000000000 & o o loo® 2ol g
Mzt ric (df, (ra1rl°r1c . madSSnec.resulc{[besc]]1[, 11, c{"RMSE")); 7 ! T T T T

002 004 DO 008 D10

mpute (nod3, stl,-<(1)], = bestd
» ME=meLri L(d Ztestiprice, sodstastina. re:u'l\l 1], c(TRMSET)); M8

Let us look at the performance. This is 0.033. So if we look at this particular model, we
can see that error on training partition, RMSE value on training partition is about 0.028

and the same for validation partition about 0.033. This is quite close. If you remember in

the previous lecture also the error the two models model 1 and model 2 that we had run,



the performance on validation on test partition was much higher in comparison to the

training partition.

So, which is now much closer; So it seems that this model is good enough and not over
fitting to the data. Now, as I talked about that in many as various run that I have done for
the for loop that is there typically the value came around 0.08 point zero nine 0.085,
0.09.

So, here we were seeing you know a bit constant, you know you know validation error.
In this plot it was different. However, we can always we can always do the this exercise

again.
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So, let us do one more run and see this because you can see that the best model that we

got out of 0.085, that seems to be the good one.
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So, we do a few more runs and of course the results are also dependent on the

observations which have been which are part of training partition. So, that is

thing.
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So, here again we would see that know this time you can see that 0.08 and this point is I

guess 0.085. So here it is quite either here it is minimum. However, some other points are

also competing with this. This is also seem to be minimum. But however this is quite

close to this lower threshold value and therefore we know that this would be over fitting.



So, probably we are looking for a point on in this part which is neither over fitting nor
under fitting. So, if we do a few you know another partitioning and the observation that
are part of the training partition and the results would be typically in favour of this

number 0.085 and there is also quite value reflected if we run the model using this value.
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So, then the another important aspect of neural network is that since we had scaled all the

variables into a 0 to 1 scale. Now how do we how do we go back to the original units? So

this is how we can do it.

So, maxdfl for this particular variable outcome variable so this value we have here. So

this is the value and this is the value again minimum value for this so this outcome

variable that is price.

Now, this value can be used to then get the get these scores on original units. So, you can
see test partition we can see that updated values original. So, a plus b minus a into

multiplied with this particular value. So, which is having the is predicted values, net

result and we will get this.
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So, let us execute this code. Let us look at the data frame you can see here. So, you can

see the actual value and predicted value. So, this is originally scale.

So now you can see that predicted value are quite close to you know in many cases they
are quite close to the actual value. First one quite close, you know second one slight
difference, third one is also slight difference, fourth one quite close, then fifth one some
difference some difference then this one quite close. So, you can see another quite close
value. So the neural network model this one the best model that we had selected at

threshold value 0.085.

So we would always like to pick a higher threshold value, so that the over fitting which
is the typical problem that could be avoided and we can see from the results also the

selected model seems to do seems to be doing a good job in this aspect.

Now, the models that we have been building till now they are they were for the
prediction task. Now, how neural network could be used? How useful neural network
could be for classification task? So, let us do this through an exercise in R. So, let us get
rid of some of the things. So, we are clearing out the environment variables, objects and
now we would be doing we would be building a classification model. So, the same data

set we would be using. But this time it would be for the classification task.



So, let us import the data set. Remove na columns, na rows, observations so we are
already familiar with this data set this is same variables. Let us compute Age. Add it to

the data frame.

Let us take a backup, eliminate some of the unwanted variables you would see that we
are eliminating the seventh column; which is actually corresponding to price because in
this time this one this time we are not considering we are not building a prediction

model, rather we are building a classification model.
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So, we would like to keep C underscore price. This is the categorical version of this

variable price and we will eliminate the, this continuous variable. So, let us create this

new data frame.
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So this is the structure of this new data frame you can see; Fuel type, SR price, KM,

Transmission, Owners, Airbag and most importantly CR price which is going to be used

now for the classification model and Age.

Now, variable transformation normalization some steps are similar to what we did in

prediction task. So, these things are similar.
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So, let us go through these steps. So, dummy variables creation of dummy variables for

Fuel type and so the same for the Transmission and then scaling is again a similar as you



can see here. So, you would do these scaling. And then we will as we did in the
prediction task will include Diesel, Petrol and AutoT these three dummy variables in our

data frame that is to be used for the model.

(Refer Slide Time: 15:30)

19 piesel-f35Fuel_:
20 Petrol-df3iFuel

22 ManualT-dfaiTranswission. .0 of3 79 obs. of B variables
AutaT=df3iTrarsnizsian= O 6F 3k 79 obs  of 17 wariablas

) df 4 79 obs. of 9 varizbles
valuas

Age oun [1:79] 4 5649563
autoT lagi [1:74] raLse FaLsE Fa

Fits POt Paciags Hep  Viewsr =
B e Mt - D of

Validatian Ermor

002 004 006 008 010

+ scale = naxdfi-nindf 3
» GF4scbind{dfi[.-c(1,4)]. Diesel, Petrol, AutoT) threshold

So, you can see now see C underscore price we are also converting this particular

variable into a logical variable. The neural network function of the package and the

function it allows only the numeric or logical values.

However, since we have been creating dummy variables or logical ones. So, we would
also like to keep that consistency and keep it also as a logical variable here and for the

neural network function neural net function.
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Let us create this. So now you can see that we have C price, C underscore price, Diesel,
Petrol, AutoT these are logical variables logical dummy variables and other numeric

variables that we have. Now, let us go ahead and do our partitioning. So, 90 percent of

the observation in this first part; then test partition.
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So, neural net this let us load this library. So now, if we look at the neural network

structure, this is quite similar to what we used in the prediction task. You can see input

layer 8 nodes for 8 predictors node 1 2 nodes 1 to 8 then hidden layers 1 with 9 nodes,



nodes 9 to 17 and then the output layer 1 1 node, node 18 linear output. Now, this time

this is false because we are going to build classification model.

So, let us create the formula here. So, this time outcome variable as you can see in the
formula itself C underscore price and other variables in the data frame are going to be

used as predictors.
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So, let us create this formula. Epoch is also in the same fashion we are computing the
number of observation in the training partition. So, that would be 1 epoch 1 sweep
through the data I will have those many observations. Now, you would see that in the
code we are directly going ahead and we are trying and build the best model directly. So,

you can see that rep 20 we are going to execute 20 repetitions for each model and you

can see threshold value point 0.01 to 0.1 and the increment is 0.005.

So, for all these threshold value we would be building classification model. And then we
would be testing its performance on validation partition; that is second partition in this

case and then that would be used to pick the best model.

So, the code is quite similar. So, code is quite similar Mtestl as we did in the prediction
task this is going to be used to record the performance; on validation partition for
different models. So, let us initialize this. Now, as we can see in the loop the steps are

similar. So, we are building this model you can see hidden layer, 1 hidden layer with 9



node, linear output is false this time; stepmax are same as the previous 130 epochs and
threshold value is i so therefore, will change with respect to the as the loop counter
changes. And then we pick the best model out of the 20 repetition that are being that are

going to be executed.

And once that best out of 20 is selected for each threshold value then we will test the
performance of the that model, on validation partition and then in another step is
required, to actually classify these observation into the appropriate class and then that is
going to be used to compute the this classification less classification error as you can see

here. And that is then finally being recorded.
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So, let us execute this loop. So, let us look at the plot so this plot is as we did in the

prediction task validation error versus threshold value.

Now, this plot is also reflective of what I was discussing for prediction tasks that

somewhere around 0.08 we see a constant error values you can see in this time you can

see that 0.08, 0.085.
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So, around this point and threshold value we see constant errors probably this is the point
which we because this is a small data set. So, important it is quite complicated to pick the
best point however, many dense many dense of the model would give us the good

threshold value.

So, as per this different models for different threshold values that available we can pick a
value nearby here. So, sample adjustment for sample error is also crucial so but however,
we have money wants to pick. So, we will again pick 0.085 just like we did for the

prediction task. So, let us pick that one.

So, in this particular case I have written down certain lines of code which can again be
used, to pick the one of the best value. So, let us follow these instructions. So, first is that
this data frame, threshold value and error value and then let us order them in the
decreasing sequence threshold value is in the decreasing event. So, let us order this data

frame as you can see here in the output now.
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So, higher threshold value comes first and then we lower threshold then lower threshold
value. So, we would like to identify a model which is close to the higher threshold
values. So, let us compute the this minimum value first. So, here we can see that that is

about 0. So, this is the minimum value so forth.

So, even if for higher threshold values are being used you know for some of those
models as you can see in this output as on is calling here that the error values for the you

know number of threshold values this comes out to be 0.

So, as you can see here. Let us know this particular code will give us the those number of
threshold values which are having the equal error on validation partitions we can see that

the same error same misclassification error for these many these many threshold values.
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Now, out of these we would like to identify the one which is probably the first one

having highest threshold value.

So, picking the first one would give us this. So, you can see 0.01 is the threshold value
highest threshold value however, best one to adjust for the sample error, one process

could be take you know a second value. So, that could be one approach.
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So, instead of 0.1 we can take 0.095. So, that could be the best th. Now, this 0.095 I am

using here in besth. So, you can see in the prediction task so we looked at the table and



looked at the plot and identified a best threshold value you know respect to her you know

to get a good model. Now, in this case these are steps are again helping us.

So, let us build this model. So, let us pick the best out of 20 repetition. So, these are
some specific points of related to step 91 steps were taken threshold 0.094 and 2.83 is the

CITor.
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Now, let us check the performance of this model on training partition itself. So, you can

see 0.1267. Let us check the performance on test partition.
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So, we can see the model is performing better on test partition in comparison to training
partition. So this seems to be a good enough model let us plot this. So, you can see. So,

this is the classification model and it is doing a much better job.
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Here we can see different values, denotes the predictors and different nodes and the

hidden layers.

So, let us move forward. Now, there is another pack is that is available to build a neural
network models in R; that is nnet. So, this model this package could can also be used to
build neural network models however, some of the steps because the package difference

on the steps are going to be different.

This is also to highlight the fact that there are many packages available there might be
more than 1 package available for different techniques. And it sometimes different
packages depending on the context problem context data set different packages could be

more suitable.

However, to just to familiarize you with this package we will go through one model,

using this one.



(Refer Slide Time: 25:33)

9 e m
- eesdenmment | Hitory
4 7 Fiam . ] * Souny 3 et o -
:{ T ot s mereere
’t; dfy 79 obs. of 12 wariables
s wvalues
g st ivinnacy fge num [1:79] 4 5649563
37 dfs-dfib :-nﬂ ;:u. [1:78] FALSE FALSE Fa
68 sTrieft SEY
99 df5dfS[.-c(1,2.3.731 besth 0.095
100 e lagi [1:78] FALSE FALSE FA
101 Tridfsl " i ety i
300 Srisrranceiccianans: Eacrar (HFE Toancet aian Fles  Flot  Pacapss  Help | Views =
103  dfSic_Price=as.facter (df$ic_Pricel -
Ine B toen Bt = O
165 maxdfs unnane(=pply {dfaf. -c(1,4,7] . marmeT)) 5 3
106 mindfS-unnaneiapply (dfsi, c(1,4,7) . AL Pm=T)) - SR_Prige
e s 3 — ¥
IS - BT R KM
- 4 Owners
a2 79 obs. of 12 variables:
: Factor w/ 16 levels “chewalet”, "chevralet™,_.: 67 92 4 4 6 14 106 Airta
: Factor w/ 56 levels "Accord” "Alte” - 54 40 50 4 11 6 26 41 39 25 Ange
: num 201% 2012 2011 2013 2008 . Dnesal "
: Factor w/ 3 Tewels “Owg" D|e='| S ITITIVTL2LR &
Donam &.58 6.99 718 -|.91 a1 Petrol ol
nun ’S 49.3 ‘8 41 110
Soan 506395 2,93 2.35 365 2.99 3.87 5.8 5.5 3.1 AutoT
§ Transmission: num o 000101001 J
$ awners sram 11112110111 - Errar 2830145 Steos: 91

So let us load this package nnet. Let us take the same data that backup you are taking
here. These were the variables there now again 1, 2, 3 and 7 we are eliminating those
variables we are eliminating again. And so again we are building classification models of
prices also we would like to get rid-off, so this is the structure now these are the

variables.

Now, in this particular package this package allows us to have the categorical variable as

factors and then it internally does the dummy coding.
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So, let us look at this. Let us convert into a factor variable, these were transmission, C
price the fuel type is already factor. Now, for the remaining variable numeric will change
their scales. On scale change, so we will have these variables. So, 3 factors and others

numeric scale has been changed.

Now, let us go through the partitioning. Epoch 2 so that is the number of observations
there. So, we have taken 90 percent of generation for training partition this is the
function that is used to build neural network model. So you can see nnet and the C price

and then being recast with other variables.

(Refer Slide Time: 26:40)

logi [1:74] FALIE FALSE FA
3

L
0.005
e lagi [1:79] raLse FaLSE Fa
epocha wiesel logi [1:79] FaLsE TRUE EaL
epochl Eatl
data-dfitrain. size-8. rang-0.5. decay-0. apoch? T
abstol=0 03)

=30
Filts  Flots  Pacapes  Help | Viewst =

Owners
Airpag

L Price

Error 2830145 Steos: 91

3 . {dfs) . ) -F ] ]
5 artid.] ot
o  spach e

So, in neural net we did not have the option on dot until a dot. So, we had to so that is
why we had written the formula, to get all the variables names because if that is a long
list, so we needed that formula. So, other things are quite similar sizes here
corresponding to number of nodes in hidden layer. And rang is this is of initialization

point plus 0.5 minus 0.5 to plus 0.5.

Decay is that learning parameter we had corresponding you know argument in neural
network, learning rate for back propagation and for other variables also there were few

arguments maxit.



This is similar to stepmax they are neural net number of you know steps and then

absolute tolerances this is similar to the stopping criteria at threshold value that we have

in neural network.
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So, let us build the model. Let us classify the observations. Let us look at the table and

let us look at the classification accuracy 98.
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So, as you can see and that classification this model is also seems to be doing a good job

1 027
= maan(medZzraince-dfitrainie_srice)

like in other model also we got good classification performance. So, so this is the on



training let us check the performance on test partition. But however, we see that

performance on test partition notice as good as we saw in neural net package.

So, they are the performance on the in the it was much better however, because we are I
mean you created the partition differently this time. So, that could be one region. So,
now for this package we do not have a function to create plot function; we do not have

support and plot function to create a neural network diagram.
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So, this is one particular code that is available in different sources that are different

developers who keep on writing these functions of this particular source code can be

used to plot a neural network model; a neural network model for using nnet package.
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So, we have to load this library and then so this is not installed. So, let us go through this.
So, this is a this is not part of the package this is separately this source code is available

and in different repositories and blocks that are available on internet on R.
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So, you can always find this particular source code and this is the source and this

particular source code can be used to build the neural network model.
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So, you can see that this is quite different. However, there are some specific details

which are not available but other things you can see here the model is going to be and

you can see that Fuel type Diesel and Fuel type Petrol. So, these have been internally

created.
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So, you can always get model using this. So, let us go back to our discussion. Now, let

us discuss some of the important points related to neural network models; For example,



experimenting with the neural network model; so few points that we will discuss. For

example, how do we decide a neural network R texture.
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ARTIFICIAL NEURAL NETWORKS

= Overfitting issues in neural network

— More likely to over-fit the data
= Error onvalidation and test partitions would be large in comparisonto training
partition
* Limitthe no. of epochs
= Aplot of validation error vs. no. of epochs could be used to find the best no. of
epochs for training

= Paint of minimum validation error

— Open RStudio
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* Experimenting with Neural Network Models

— Decide a network architecture
* No. of hidden layers
For most of the scenarios, one layer is adequate
* No. of nodes in each hidden layer
= Startwith p nodes, where p is no. of predictors
~ Increase or decrease nodes |overfitting vs. under-fitting] by comparing model performance an
validation partition

* Trial-and-error runs on candidate architectures selected using domain knowledge
and neural netwaork expertise

So, first one is number of hidden layers. How do we decide the number of hidden layers?
So, for most of the scenarios as we have been talking about one layer is adequate to

capture when the complex relationship and number of nodes in each hidden layer.

So, as we talked about that we can always start with p nodes where p is the number of

predictors and then increase or decrease the number of nodes balancing for over fitting or



under versus under fitting. And we can compare model performance on validation

partition and we can look at what happens when we increase or decrease nodes.

So, even with this even with these steps several trial error runs would have to be run
executed to two on different candidate R texture and domain knowledge and neural
network expertise is always going to be useful, to pick the best network attack network r

texture for your data set and the task.

Number of output layer nodes typically a numerical outcome variable; if you have just
one then you would be requiring single node. Categorical outcome variable if you have
you know if the variable is binary than typically single node is sufficient, and cut off
value is can be used to classify the observations. If you have more than 2 classes then m
nodes would can be used. Number of input layer nodes so typically that is p nodes that is

equivalent to number of predictors that we have.

So, for each predictor, will have a corresponding node in the input layer; Few other
points related to experimenting with neural network for example, variable selection
could be an important part of neural network whenever domain knowledge can be used
to select the important variables in a modeling exercise, automated reduction techniques
can we used, data mining techniques for example, cart and regression based models can
be used to identify the important variables and then take them in our neural network

modeling exercise.

So, it has been seen that if variable selection is applied and we get much higher quality
input variables then the performance of neural network models improves. So, typically it
is recommended that variable selection approaches are applied and important variables

are identified and then neural network modeling is performed.
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* Experimenting with Neural Network Models

— Variable selection
= Domain knowledge
+ Automated reduction technigues
= Data mining techniques
— Other parameters
= Learningrate

- Avalue in the range (0,1)
— Constantvalus

—  Start with large value and then decrease i for successive iterations
- {Luz L.}

Other parameters are first one learning rate. So, we have talked about this value is
typically in the range 0 to 1. The value is a constant value can be taken so some variation
they allow you they allow some variation that can be performed. We can have a large
value and then decrease it for successive iterations, so that can also be one. So, we can

that can also be done.

So, we can start with 1 so when we are starting when we have started to train the model,
train the network, started the learning process of the network then probably the learning
rate should be higher and as we have as the network has learned a bit then probably the

learning rate can be reduced, the same or ideas reflected here.

So, we can start with 1 and then 1 by 2, 1 by 3. So, in this fashion we can decrease. So,
this is another approach. Other variables that are could be their momentum. So, this
variable is about to insult convergence of weights to an optimum value. So, this
particular variable is typically used to allow weight changes in one direction to ensure

that all optimum points are traversed.

So we would not like to get the stuck in a local optima, we would like to achieve the
global optima and for that it is important that the our execution does not get stuck in the
local optima. So, the momentum can be used. So, something similar that we have used in
our R modelling; so R prop plus function that is with weight backtracking and that

essentially implements these similar ideas.



Other things that we can discuss is; for example, sensitivity analysis using validation
partition. So, as we as we understand that neural networks follow a black epochs
approach. So, the interpretation of variables, the relationship between outcome, outcome
variable and predictors that is difficult to explain with neural network model and
network. However, few things can be done for example, sensitivity analysis using

validation partition.

So, we can this can be used to sense which predictors affect predictions more and in what
way. So, that will give us some understanding about the relationship. So, we can set all
the predictors to their mean values and compute average level prediction of the network.
So, that will give us the average level prediction and will serve as a benchmark to
perform our sensitivity analysis. For each predictor now we can change its value to

maximum or minimum and compute the prediction using the network.

So that will give us how the prediction is going up or down and why, how much, in what
fashion a particular predictor is affecting the neural network and therefore, the outcome

variables that relationship we would be able to understand.

Now, compared with the average level prediction as I talked about to learn about the
relationship between predictor and outcome variables. Further, comments on neural
network so, few advantages that we have high predictive performance that is plus with
neural network over fitting issues that is one problem that we have to deal with as we did

through our modeling exercise in R.

Now, inability to explain the structure of the relationship that also we discussed I also
talked about the role of sensitivity analysis that can be done; to understand the something
about the relationship between outcome variable and predictors. Prediction, another
problem that we might face in neural network is that prediction outside the training range

because we typically scale the variables into 0, 1 is scale.
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* Further Comments on Neural Network

— Predictions outside the training range might not be valid

— Variable selection approaches like CART should be used in
combination with neural network to improve the network
performance

— Adequate sample size for training

— Risk of convergence of weights to local optimum instead of global
optimum

= Longer runtime

So therefore, prediction outside the training range that might not be valid however, this is

quite a generic point and it is applicable to other techniques as well.

Now, as we talked about the variable selection approaches for example, cart they could
be used in combination with neural network and that will actually improve the network

performance.

Another issue related with neural network is that adequate samples and sample size
would be required for training the network. So, that is important; so that the model is not
over fitting to the observation. So, adequate sample size is there and then over fitting has

to be controlled as we have discussed.

Risk of convergence of weights to local optimum instead of global optima; so this part
also we have discussed and there are different algorithms that are available as we talked
about the particular parameter momentum and that can be used. So, many algorithms
have implemented some of those kind of features to avoid getting stuck into the local

optima and achieve the global one.

Another disadvantage with the neural network is a longer runtime. So, typically because
of the learning process and the sort of deep learning depending on the number of hidden

layer and the nodes that could be there it takes a much longer runtime.



So, with this we will stop our; so this concludes our discussion on artificial neural

networks. In the next lecture, we will discuss another technique.

Thank you.



