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Welcome to the course Business Analytics and Data Mining Modeling Using R. So, in

previous  few  lecture  we  have  been  discussing  Artificial  Neural  Network  and  is

specifically  we were  discussing  over  fitting  issues  that  we have  to  encounter  neural

network. 

These talked about some of the points how the over fitting can be deducted, we talked

about that error on validation and test partition that difference with respect to the error on

validation the training partition, we will actually help us identify if the model is over

fitting to the data.

Now, different ways to sort out this problem limit the number of epochs. So, to stop the

training is to stop the training of neural network; the learning process or neural network

at the particular point where you know it just where it just fitting the information of

predictors rather than fitting to the noise. 

So, one way that we discussed was a plot of validation error versus number of epochs;

that could be used to find the best number of epochs for training. So, point of minimum

validation error.



(Refer Slide Time: 01:36)

So, similar exercise that we have been doing for that we have done previous techniques;

so, we discussed this part and we also want did some modeling to understand it better.

So, we will continue from there. 

So, let us open R studio. So, let us load this library neural net. So, we will import the

data set that we are using.

(Refer Slide Time: 01:58)
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So, this was the data set. Let us say load this library xlsx. Then let us import the data set;

Used  cars.  Now,  let  us  remove  na  columns,  na  rows,  first  six  observation,  few

computations that we have been doing. 

(Refer Slide Time: 02:18)

So, let us go through them quickly. Then other variable transformation, normalization we

will quickly go through. So, this part we have already gone through in previous few

lectures.



(Refer Slide Time: 02:28)

Let  us  do partitioning.  Now, the modeling  that  we have been doing;  So,  this  is  this

forever formula the epoch the model one that we that we built in the previous lecture, we

looked at the threshold value this was we talked about that combination of threshold

value and stepmax and how we were trying to build a model with tight limit to stepmax

and you know adequate threshold value. 

(Refer Slide Time: 02:52)

So, these models we had built we also looked at the performance of these models and we

saw how you know we saw how when we you know in these two different models. How



when we changed the you know training that is in the second one you can see just 1

epoch, the first one 30 epochs. The amount of and the number of steps they are reduced,

how that affects the output, the model results.

(Refer Slide Time: 03:28)

We also saw that the model 1 was over fitting to the over fitting to the data and we saw

that second model was probably under fitting to the data.  So, we looked at  all  those

things.

(Refer Slide Time: 03:40)



Now, let us move forward. We also we also did a model for neural network with the 18

hidden nodes. And we saw that that was over fitting even further.

(Refer Slide Time: 04:03)

And so let us move. So, how do we find out the best model? So, as we talked about in

previous lecture as well as well that validation partition could be used. 

(Refer Slide Time: 04:10)

So, we talked about that we can run this particular loop, for so we can create a plot. Do

certain computation and related to threshold value. And so, for different threshold value

we can build a different models. 



So, we will give a good enough number of stepmax, so that the models converge. And

then  for  different  threshold  values  we  would  be  building  model  and  testing  the

performance of those models on validation data. So, this particular excise we were doing

and  so  from  there  probably  we  can  identify  the  minimum  you  know  that  point  of

minimum validation error.

(Refer Slide Time: 05:04)

So, let us again repeat this. So, let us run this. And in the in this in this particular loop as

you can see we are building model and you can see the threshold value i it will change.

So, this part we have gone through. 

And then the best model would be selected out of the 20 repetition. And then that would

be  then  you  know  tested  on  this  validation  partition  that  we  have.  And  then  the

performance would be recorded.



(Refer Slide Time: 05:35)

So let us run this loop. Let us load this library; rminer. So now, let us rerun this particular

these steps. 

You see that for each threshold value we are running 20 models and for each threshold

value we are selecting best one and then testing this performance on validation partisans,

now it is done. 

(Refer Slide Time: 05:58)



(Refer Slide Time: 06:11)

So, let us create this data frame and this is the minimum value. Let us plot it. This is the

plot as you can see. 

(Refer Slide Time: 06:16)

Now, if  we look at  if  we look at this plot the minimum error is at  0.0 0.016 that is

threshold value 0.03. Right however, if we run this process again then we would see that

the more stable numbers number might come at much later look at this plot.



(Refer Slide Time: 06:50)

Right so; you would see that at this at this particular run we would see that 0.03 seems

0.03 seems to be 1 and the point with minimum validation error. But because of this

smaller sample size and the sample error we adjust for that we might pick for a slightly

different point. And these this particular plot is also subject to change we had we have

run this for just few number of threshold values and smaller data set. However, we can

use this value.

So in  previous  few runs  what  result  few experiment  that  I  had done.  So,  what  was

observed that the values were minimum around 0.085 marks which is also reflected in

this plot as well. You can see 0.085 near point zero 0.09 in near, that mark the value was

quite close.

So, this is slightly different output. However, we will run the model at this one. Because

in more runs this was the value and threshold value and this is also three higher threshold

value;  So,  probably  since  we  are  facing  the  problem  of  over  fitting,  so  the  higher

threshold value would help us in avoiding that.

So, best model would be around this 0.085 value and let us run this. So, if we select us

because these were 20 runs. Let us select the best one.



(Refer Slide Time: 08:20)

So, these are the values. The error is threshold and steps. And now, let us look at the

performance. So, the training performance as you can see 0.027. If we look at the this

performance on test partition validation partition.

(Refer Slide Time: 08:41)

Let us look at the performance. This is 0.033. So if we look at this particular model, we

can see that error on training partition, RMSE value on training partition is about 0.028

and the same for validation partition about 0.033. This is quite close. If you remember in

the previous lecture also the error the two models model 1 and model 2 that we had run,



the performance on validation on test partition was much higher in comparison to the

training partition.

So, which is now much closer; So it seems that this model is good enough and not over

fitting to the data. Now, as I talked about that in many as various run that I have done for

the for loop that is there typically the value came around 0.08 point zero nine 0.085,

0.09. 

So, here we were seeing you know a bit constant, you know you know validation error.

In this plot it was different. However, we can always we can always do the this exercise

again. 

(Refer Slide Time: 09:49)

So, let us do one more run and see this because you can see that the best model that we

got out of 0.085, that seems to be the good one.



(Refer Slide Time: 10:05)

So,  we  do  a  few  more  runs  and  of  course  the  results  are  also  dependent  on  the

observations which have been which are part of training partition.  So, that is another

thing.

(Refer Slide Time: 10:22)

So, here again we would see that know this time you can see that 0.08 and this point is I

guess 0.085. So here it is quite either here it is minimum. However, some other points are

also competing with this. This is also seem to be minimum. But however this is quite

close to this lower threshold value and therefore we know that this would be over fitting. 



So, probably we are looking for a point on in this part which is neither over fitting nor

under fitting. So, if we do a few you know another partitioning and the observation that

are part  of the training partition and the results  would be typically  in favour of this

number 0.085 and there is also quite value reflected if we run the model using this value. 

(Refer Slide Time: 11:00)

So, then the another important aspect of neural network is that since we had scaled all the

variables into a 0 to 1 scale. Now how do we how do we go back to the original units? So

this is how we can do it. 

So, maxdf1 for this particular variable outcome variable so this value we have here. So

this is the value and this is the value again minimum value for this so this outcome

variable that is price. 

Now, this value can be used to then get the get these scores on original units. So, you can

see test  partition  we can see that  updated values original.  So,  a  plus b minus a into

multiplied with this particular  value.  So, which is having the is predicted values,  net

result and we will get this.



(Refer Slide Time: 12:30)

So, let us execute this code. Let us look at the data frame you can see here. So, you can

see the actual value and predicted value. So, this is originally scale. 

So now you can see that predicted value are quite close to you know in many cases they

are quite close to the actual value. First one quite close, you know second one slight

difference, third one is also slight difference, fourth one quite close, then fifth one some

difference some difference then this one quite close. So, you can see another quite close

value.  So the neural  network model  this  one the best model  that  we had selected at

threshold value 0.085.

So we would always like to pick a higher threshold value, so that the over fitting which

is the typical problem that could be avoided and we can see from the results also the

selected model seems to do seems to be doing a good job in this aspect.

Now, the  models  that  we  have  been  building  till  now  they  are  they  were  for  the

prediction task. Now, how neural network could be used? How useful neural network

could be for classification task? So, let us do this through an exercise in R. So, let us get

rid of some of the things. So, we are clearing out the environment variables, objects and

now we would be doing we would be building a classification model. So, the same data

set we would be using. But this time it would be for the classification task. 



So, let us import the data set.  Remove na columns, na rows, observations so we are

already familiar with this data set this is same variables. Let us compute Age. Add it to

the data frame. 

Let us take a backup, eliminate some of the unwanted variables you would see that we

are eliminating the seventh column; which is actually corresponding to price because in

this  time this  one this  time we are not  considering we are not  building  a  prediction

model, rather we are building a classification model.

(Refer Slide Time: 14:25)

So, we would like to keep C underscore price. This is the categorical version of this

variable price and we will eliminate the, this continuous variable. So, let us create this

new data frame. 



(Refer Slide Time: 14:44)

So this is the structure of this new data frame you can see; Fuel type, SR price, KM,

Transmission, Owners, Airbag and most importantly CR price which is going to be used

now for the classification model and Age. 

Now, variable transformation normalization some steps are similar to what we did in

prediction task. So, these things are similar.

(Refer Slide Time: 15:21)

So, let us go through these steps. So, dummy variables creation of dummy variables for

Fuel type and so the same for the Transmission and then scaling is again a similar as you



can  see  here.  So,  you  would  do  these  scaling.  And  then  we  will  as  we  did  in  the

prediction task will include Diesel, Petrol and AutoT these three dummy variables in our

data frame that is to be used for the model.

(Refer Slide Time: 15:30)

So,  you can  see  now see  C underscore  price  we  are  also  converting  this  particular

variable  into a  logical  variable.  The neural  network function of the package and the

function it allows only the numeric or logical values. 

However, since we have been creating dummy variables or logical ones. So, we would

also like to keep that consistency and keep it also as a logical variable here and for the

neural network function neural net function.



(Refer Slide Time: 16:16)

Let us create this. So now you can see that we have C price, C underscore price, Diesel,

Petrol,  AutoT these are  logical  variables  logical  dummy variables  and other  numeric

variables that we have. Now, let us go ahead and do our partitioning. So, 90 percent of

the observation in this first part; then test partition. 

(Refer Slide Time: 16:48)

So, neural net this let  us load this  library. So now, if  we look at the neural network

structure, this is quite similar to what we used in the prediction task. You can see input

layer 8 nodes for 8 predictors node 1 2 nodes 1 to 8 then hidden layers 1 with 9 nodes,



nodes 9 to 17 and then the output layer 1 1 node, node 18 linear output. Now, this time

this is false because we are going to build classification model. 

So, let us create the formula here. So, this time outcome variable as you can see in the

formula itself C underscore price and other variables in the data frame are going to be

used as predictors.

(Refer Slide Time: 17:34)

So, let us create this formula. Epoch is also in the same fashion we are computing the

number  of  observation  in  the  training  partition.  So,  that  would  be 1 epoch 1 sweep

through the data I will have those many observations. Now, you would see that in the

code we are directly going ahead and we are trying and build the best model directly. So,

you can see that rep 20 we are going to execute 20 repetitions for each model and you

can see threshold value point 0.01 to 0.1 and the increment is 0.005.

So, for all these threshold value we would be building classification model. And then we

would be testing its performance on validation partition; that is second partition in this

case and then that would be used to pick the best model. 

So, the code is quite similar. So, code is quite similar Mtest1 as we did in the prediction

task  this  is  going  to  be  used  to  record  the  performance;  on  validation  partition  for

different models. So, let us initialize this. Now, as we can see in the loop the steps are

similar. So, we are building this model you can see hidden layer, 1 hidden layer with 9



node, linear output is false this time; stepmax are same as the previous 130 epochs and

threshold value is i  so therefore,  will  change with respect  to the as the loop counter

changes. And then we pick the best model out of the 20 repetition that are being that are

going to be executed. 

And once that best out of 20 is selected for each threshold value then we will test the

performance  of  the  that  model,  on  validation  partition  and  then  in  another  step  is

required, to actually classify these observation into the appropriate class and then that is

going to be used to compute the this classification less classification error as you can see

here. And that is then finally being recorded. 

(Refer Slide Time: 19:57)

So, let us execute this loop. So, let us look at the plot so this plot is as we did in the

prediction task validation error versus threshold value. 

Now, this  plot  is  also  reflective  of  what  I  was  discussing  for  prediction  tasks  that

somewhere around 0.08 we see a constant error values you can see in this time you can

see that 0.08, 0.085.



(Refer Slide Time: 20:04)

So, around this point and threshold value we see constant errors probably this is the point

which we because this is a small data set. So, important it is quite complicated to pick the

best  point  however,  many  dense  many dense  of  the  model  would  give  us  the  good

threshold value. 

So, as per this different models for different threshold values that available we can pick a

value nearby here. So, sample adjustment for sample error is also crucial so but however,

we have money wants to pick. So, we will again pick 0.085 just like we did for the

prediction task. So, let us pick that one. 

So, in this particular case I have written down certain lines of code which can again be

used, to pick the one of the best value. So, let us follow these instructions. So, first is that

this  data  frame,  threshold  value  and  error  value  and  then  let  us  order  them  in  the

decreasing sequence threshold value is in the decreasing event. So, let us order this data

frame as you can see here in the output now.



(Refer Slide Time: 21:38)

So, higher threshold value comes first and then we lower threshold then lower threshold

value.  So,  we would like to  identify  a  model  which is  close to  the higher  threshold

values. So, let us compute the this minimum value first. So, here we can see that that is

about 0. So, this is the minimum value so forth.

So,  even if  for  higher  threshold  values  are  being  used  you know for  some of  those

models as you can see in this output as on is calling here that the error values for the you

know number of threshold values this comes out to be 0. 

So, as you can see here. Let us know this particular code will give us the those number of

threshold values which are having the equal error on validation partitions we can see that

the same error same misclassification error for these many these many threshold values.



(Refer Slide Time: 22:38)

Now, out of these we would like to identify the one which is  probably the first  one

having highest threshold value. 

So, picking the first one would give us this. So, you can see 0.01 is the threshold value

highest threshold value however, best one to adjust  for the sample error, one process

could be take you know a second value. So, that could be one approach.

(Refer Slide Time: 23:13)

So, instead of 0.1 we can take 0.095. So, that could be the best th. Now, this 0.095 I am

using here in besth. So, you can see in the prediction task so we looked at the table and



looked at the plot and identified a best threshold value you know respect to her you know

to get a good model. Now, in this case these are steps are again helping us. 

So, let us build this model. So, let us pick the best out of 20 repetition. So, these are

some specific points of related to step 91 steps were taken threshold 0.094 and 2.83 is the

error.

(Refer Slide Time: 23:52)

Now, let us check the performance of this model on training partition itself. So, you can

see 0.1267. Let us check the performance on test partition.

(Refer Slide Time: 24:12)



So, we can see the model is performing better on test partition in comparison to training

partition. So this seems to be a good enough model let us plot this. So, you can see. So,

this is the classification model and it is doing a much better job.

(Refer Slide Time: 24:27)

Here we can see different  values,  denotes the predictors and different  nodes and the

hidden layers. 

So, let us move forward. Now, there is another pack is that is available to build a neural

network models in R; that is nnet. So, this model this package could can also be used to

build neural network models however, some of the steps because the package difference

on the steps are going to be different.

This is also to highlight the fact that there are many packages available there might be

more  than  1  package  available  for  different  techniques.  And  it  sometimes  different

packages depending on the context problem context data set different packages could be

more suitable. 

However, to just to familiarize you with this package we will go through one model,

using this one. 
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So let us load this package nnet. Let us take the same data that backup you are taking

here. These were the variables there now again 1, 2, 3 and 7 we are eliminating those

variables we are eliminating again. And so again we are building classification models of

prices  also  we  would  like  to  get  rid-off,  so  this  is  the  structure  now  these  are  the

variables. 

Now, in this particular package this package allows us to have the categorical variable as

factors and then it internally does the dummy coding.

(Refer Slide Time: 26:00)



So, let us look at this. Let us convert into a factor variable, these were transmission, C

price the fuel type is already factor. Now, for the remaining variable numeric will change

their scales. On scale change, so we will have these variables. So, 3 factors and others

numeric scale has been changed.

Now, let us go through the partitioning. Epoch 2 so that is the number of observations

there.  So,  we  have  taken  90  percent  of  generation  for  training  partition  this  is  the

function that is used to build neural network model. So you can see nnet and the C price

and then being recast with other variables.

(Refer Slide Time: 26:40)

So, in neural net we did not have the option on dot until a dot. So, we had to so that is

why we had written the formula, to get all the variables names because if that is a long

list,  so  we  needed  that  formula.  So,  other  things  are  quite  similar  sizes  here

corresponding to number of nodes in hidden layer. And rang is this is of initialization

point plus 0.5 minus 0.5 to plus 0.5. 

Decay is that learning parameter we had corresponding you know argument in neural

network, learning rate for back propagation and for other variables also there were few

arguments maxit. 



This  is  similar  to  stepmax  they  are  neural  net  number  of  you know steps  and then

absolute tolerances this is similar to the stopping criteria at threshold value that we have

in neural network.

(Refer Slide Time: 27:41)

So, let us build the model. Let us classify the observations. Let us look at the table and

let us look at the classification accuracy 98.

(Refer Slide Time: 27:44)

So, as you can see and that classification this model is also seems to be doing a good job

like in other model also we got good classification performance. So, so this is the on



training  let  us  check  the  performance  on  test  partition.  But  however,  we  see  that

performance on test partition notice as good as we saw in neural net package. 

So, they are the performance on the in the it was much better however, because we are I

mean you created the partition differently this time. So, that could be one region. So,

now for this package we do not have a function to create plot function; we do not have

support and plot function to create a neural network diagram.

(Refer Slide Time: 28:30)

So, this  is  one particular  code that  is  available  in different  sources that  are different

developers who keep on writing these functions of this particular source code can be

used to plot a neural network model; a neural network model for using nnet package. 
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So, we have to load this library and then so this is not installed. So, let us go through this.

So, this is a this is not part of the package this is separately this source code is available

and in different repositories and blocks that are available on internet on R.

(Refer Slide Time: 29:42)

So,  you  can  always  find  this  particular  source  code  and  this  is  the  source  and  this

particular source code can be used to build the neural network model.
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So, you can see that  this  is  quite  different.  However, there are  some specific  details

which are not available but other things you can see here the model is going to be and

you can see that Fuel type Diesel and Fuel type Petrol. So, these have been internally

created.

(Refer Slide Time: 30:00)

 So, you can always get model using this. So, let us go back to our discussion. Now, let

us discuss some of the important points related to neural network models; For example,



experimenting with the neural network model; so few points that we will discuss. For

example, how do we decide a neural network R texture.

(Refer Slide Time: 30:23)
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So, first one is number of hidden layers. How do we decide the number of hidden layers?

So, for most of the scenarios as we have been talking about one layer is adequate to

capture when the complex relationship and number of nodes in each hidden layer. 

So, as we talked about that we can always start with p nodes where p is the number of

predictors and then increase or decrease the number of nodes balancing for over fitting or



under  versus  under  fitting.  And  we  can  compare  model  performance  on  validation

partition and we can look at what happens when we increase or decrease nodes. 

So, even with this even with these steps several trial error runs would have to be run

executed  to  two on different  candidate  R texture  and domain  knowledge and neural

network expertise is always going to be useful, to pick the best network attack network r

texture for your data set and the task. 

Number of output layer nodes typically a numerical outcome variable; if you have just

one then you would be requiring single node. Categorical outcome variable if you have

you know if the variable is binary than typically single node is sufficient, and cut off

value is can be used to classify the observations. If you have more than 2 classes then m

nodes would can be used. Number of input layer nodes so typically that is p nodes that is

equivalent to number of predictors that we have. 

So, for each predictor, will  have a corresponding node in the input layer;  Few other

points  related  to  experimenting  with  neural  network  for  example,  variable  selection

could be an important part of neural network whenever domain knowledge can be used

to select the important variables in a modeling exercise, automated reduction techniques

can we used, data mining techniques for example, cart and regression based models can

be used to identify the important variables and then take them in our neural network

modeling exercise.

So, it has been seen that if variable selection is applied and we get much higher quality

input variables then the performance of neural network models improves. So, typically it

is recommended that variable selection approaches are applied and important variables

are identified and then neural network modeling is performed. 



(Refer Slide Time: 33:00)

Other  parameters  are  first  one  learning  rate.  So,  we have  talked  about  this  value  is

typically in the range 0 to 1. The value is a constant value can be taken so some variation

they allow you they allow some variation that can be performed. We can have a large

value and then decrease it for successive iterations, so that can also be one. So, we can

that can also be done.

So, we can start with l so when we are starting when we have started to train the model,

train the network, started the learning process of the network then probably the learning

rate should be higher and as we have as the network has learned a bit then probably the

learning rate can be reduced, the same or ideas reflected here. 

So, we can start with l and then l by 2, l by 3. So, in this fashion we can decrease. So,

this  is  another approach. Other variables  that are could be their  momentum. So, this

variable  is  about  to  insult  convergence  of  weights  to  an  optimum  value.  So,  this

particular variable is typically used to allow weight changes in one direction to ensure

that all optimum points are traversed.

So we would not like to get the stuck in a local optima, we would like to achieve the

global optima and for that it is important that the our execution does not get stuck in the

local optima. So, the momentum can be used. So, something similar that we have used in

our  R modelling;  so R prop plus  function  that  is  with weight  backtracking and that

essentially implements these similar ideas.



Other things that we can discuss is; for example,  sensitivity analysis using validation

partition.  So,  as  we  as  we  understand  that  neural  networks  follow  a  black  epochs

approach. So, the interpretation of variables, the relationship between outcome, outcome

variable  and  predictors  that  is  difficult  to  explain  with  neural  network  model  and

network.  However,  few  things  can  be  done  for  example,  sensitivity  analysis  using

validation partition.

So, we can this can be used to sense which predictors affect predictions more and in what

way. So, that will give us some understanding about the relationship. So, we can set all

the predictors to their mean values and compute average level prediction of the network.

So,  that  will  give  us  the  average  level  prediction  and will  serve  as  a  benchmark  to

perform our  sensitivity  analysis.  For  each predictor  now we can change its  value  to

maximum or minimum and compute the prediction using the network. 

So that will give us how the prediction is going up or down and why, how much, in what

fashion a particular predictor is affecting the neural network and therefore, the outcome

variables that relationship we would be able to understand. 

Now, compared with the average level prediction as I talked about to learn about the

relationship  between  predictor  and  outcome  variables.  Further,  comments  on  neural

network so, few advantages that we have high predictive performance that is plus with

neural network over fitting issues that is one problem that we have to deal with as we did

through our modeling exercise in R. 

Now, inability to explain the structure of the relationship that also we discussed I also

talked about the role of sensitivity analysis that can be done; to understand the something

about  the  relationship  between  outcome  variable  and  predictors.  Prediction,  another

problem that we might face in neural network is that prediction outside the training range

because we typically scale the variables into 0, 1 is scale.
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So therefore, prediction outside the training range that might not be valid however, this is

quite a generic point and it is applicable to other techniques as well. 

Now, as we talked about the variable selection approaches for example, cart they could

be used in combination with neural network and that will actually improve the network

performance. 

Another  issue related  with  neural  network is  that  adequate  samples  and sample  size

would be required for training the network. So, that is important; so that the model is not

over fitting to the observation. So, adequate sample size is there and then over fitting has

to be controlled as we have discussed.

Risk of convergence of weights to local optimum instead of global optima; so this part

also we have discussed and there are different algorithms that are available as we talked

about the particular parameter momentum and that can be used. So, many algorithms

have implemented some of those kind of features to avoid getting stuck into the local

optima and achieve the global one. 

Another disadvantage with the neural network is a longer runtime. So, typically because

of the learning process and the sort of deep learning depending on the number of hidden

layer and the nodes that could be there it takes a much longer runtime. 



So,  with  this  we will  stop  our;  so  this  concludes  our  discussion  on artificial  neural

networks. In the next lecture, we will discuss another technique. 

Thank you. 


