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Lecture - 57
Artificial Neural Network-Part V

Welcome to the course Business Analytics and Data Mining Modeling Using R. So, in
previous few lectures we have been discussing Artificial Neural Networks. Specifically
in the previous lecture we were doing an exercise in R using our used cars data set and
there we discussed different steps that we executed related to a variable transformation
and normalization that were required and then the formula and so will again restart that
exercise and we will do our modelling and discuss some of the important issues that we

faced in neural network.

So, before going into R studio let us discuss few important issues in modeling exercise.
So, one of the in one of the key issues that we typically a face in neural network
modeling is over fitting; it is more likely that model will over fit the data in a neural
network modeling scenario. So, how do we overcome this situation? So, typically error
on a validation and test partition would be large in comparison to training partition. So,

first we need to detect whether a neural network is over fitting.

So, typically when we build a when we train a neural network model then we can check
the performance on a training partition itself and then performance on validation and test
partition and we would see that error is quite you know quite small in comparison a quite

small for training partition in comparison to that off in a validation and testing partition.

So, that is how will know that probably the neural network is over fitting to the data.
Therefore, we need to limit the training or learning process of neural network. So, that
this over fitting could be avoided, because as we have been talking about the objective in
data mining modeling in prediction classification and other types of tasks, other types of

data mining task. The objective is that our model should be performing well in new data.

So, a few things that can be tried out is one limit the number of epochs. So, number of
times and number of sieves through the data; that we have to do in neural network

learning process, training process that can be limited. So, that network you know, so that



that was just fits the key information that is there in predictors and not to start fitting to

the noise.

Now, another approach could be a plot of validation error versus number of epochs that
could be used to find out the best number of epochs, so for training. So, we can always
look for point of a minimum validation error; something similar that we have been doing
in previous few techniques as well where in we used to it create this kind of plot. So, in
this case it is going to be number of epochs on x axis and error it could be you know for
training and validation. So typically this kind of plot we have been you know generating

in other techniques also.
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So, typically for any data mining technique typically the training error will plot curve per
training error will go like this, and the as we keep on as we keep on training our model
the error will keep on decreasing and it will reach to 0. However, for new data that is
validation partitions the error will keep on decreasing, but the at one time at one point it
would be minimum and then again it will start increasing. So, this is the point that we are

looking for.

So, this is the minimum validation error point; point of minimum validation error that we
are looking for. So, we would like to stop the learning process of our neural network at
this point. So, we would like to stop here and this particular, so the network which I have

been trade which have been trained up to this point these many number of epochs right.



So, if this is n, these many number of epochs that would probably perform better on new

data.

So, however, of course, this you know this criteria whether we have to take number of
epochs here or some other parameter related to training process or learning process of
neural network would actually depend on the implementation of neural network in the
software. So, we will see what kind of plot we require to find out this point of minimum
validation error in our case a using R. So, let us go back to R studio environment; so the

data set that we were using in that in the previous lecture.
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31 q=itl i “| 8 clobal 1 vironment «

B2l i=1

33 x=bias[i,1]+weightsHo[1,3]*output[1]+weightsHo[2, ] *output[2]+

34 weightsHo[3,j] output[3] m

35 output[4]=1/(1+exp(-x))

37 # Classify first record using cutoff value=0.5
38 ifelse(output[4]>0.5, 1, 0) # predicted class
39 Acceptance(1] # actual value

41 # Model for hypothetical data
42 library(neuralnet) Files Plots Packages Help Viewer m)

44  df-data.frame(Fatscore, saltscore, Acceptance) Bl
45 str(df)

61 (oplev) ¢ RSuipl ¢

Console G/sesslon 11/ =0
You are welcome to redistribute it under certain conditions.
Type 'license()' or 'licence()' for distribution details

R is a collaborative project with many contributors.
Type ‘contributors()’ for more information and
‘citation()' on how to cite R or R packages in publications.

Type 'demo()’ for some demos, 'help()' for on-line help, or
'help.start()' for an WTML browser interface to help.
Type 'q()' to quit R

>

Used cars the last exercise that we were doing so let us, so let us load this library xIsx.

So, let us import this data set used cars.
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Q- alls [+ addin +
@311 ann0x =[] Environment History
a M souceonsae  Q /v £ SRun | 5% [ #Soue v @ B oot~ |

78 “predicted Class"=factor(modtrainc, levels = c("0","1"))) 2 clobal  vironment = Q
79 # classfication accuracy
80 mean(modtrainc==dfSacceptance)
81 # misclassification error
82 mean(modtrainc!=df SAcceptance) Fvironment s emply
83
84 # Network diagram =
85 plot(mod)
86
87 library(x1sx)
88 # usedcars.x]sx
89 dfl-read.x1sx(file.choose(), 1, header = T) Files Plots Packages Help Viewer
90 dfl=df1[, 'apply(is.na(dfl), 2, all)]
91 dfl=df1[lapply(is na(dfl), 1, all),] B Bl +
92 head(dfl)
93 g
94 ¢ m 0

201 (oplew) ¢ RSuipl ¢

Console G/Sesslon 11/ ® -0

Type ‘contributors()’ for more information and

‘citation()’ on how to cite R or R packages in publications.

Type 'demo()’ for some demos, 'help()* for on-line help, or
‘help.start()' for an HTML browser interface to help

Type 'q()"' to quit R.

> Tibrary(x1sx)

Loading required package: riava

Loading required package: x1sxjars
» dfl=read.x1sx(file.choose(), 1, header = T)

[T

I
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=0

e | @

=0

So, small data set about the used cars. So the task is to as you can see environment

section 79 observations, 11 variables. So, the task is to a build a model for predicting the

used cars price. Let us move na columns, na rows.
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84 # Network diagram
85 plot(mod)

87 library(x1sx)
88 # usedcars.xlsx

Qz-8

82 mean(modtrainc!=df SAcceptance)
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=0

¥ Source +

environment  History
@B Poporoner s
& clobal 1 nvironment =
Data
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89 dfl=read.x1sx(file.choose(), 1, header = 1)
90 dfl=dfl[, 'apply(is.na(dfl), 2, all)]
91 dfl=df1[!apply(is.na(dfl), 1, all),]

92 head(df1)

94 hge-2017-df15Mfg_vear

95 dfl=cbind(dfl, Age)
97 dflb=df1

Fies Plots Packages Help Viewer

B bl +

(lop Level) ¢

Console G/Sesslon 11/

3 Marut1 Suzuk1

4 chevrolet

5 Honda

6 Honda

Airbag C_Price
0

sx4
Beat
Civic
srio

Vo b
coocoo
coococor

2011
2013
2008
2012

petrol
petrol
petrol
petrol

RSuipl ¢

=0
7.18 48.000 2.99 :
4.92 41.000
13.50 110.000
5.74 60.000

oroo
(SN

o

79 obs. of 1l variables (]

& project (None) =

=0

ligt *

=0|

So, we are already familiar with this data set these are the variables as used in the

previous lecture as well.
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82 mean(modtrainc!=df Sacceptance) “| 8 cobal 1 vironment « Q

83

84 # Network diagram pata

85 plot(mod) 0dfl 79 obs. of 11 variables [

86

87 Tlibrary(x1sx)

88 # Usedcars . x]sx

89 dfl-read.xIsx(file.choose(), 1, header = 1)
90 dfl=df1[, !apply(is.na(dfl), 2, all)]

91 dfl=dfl[!apply(is.na(dfl), 1, all),]

92 head(df1)

93 Fies Plots Packages Help Viewer =0
94 Age=2017-df13Mfg_vear

95 dfl=cbind(dfl, Age) & Exporl »

97  dflb=dfl

%41 (oplew) ¢ RSuipl 2
Console G:/Sesslon 11/ =0
> dfl=dt1|'apply(is.na(dtl), 1, all),] E
> head(df1)

srand Model Mfg_vear Fuel_type SR_Price KM Price Transmission owners
1 Hyundai verna 2013 petrol 8.88 75.000 5.60
2 Mahindra quanto 2012 Diesel 6.99 49.292 3.95
3 Maruti Suzuki  sx4 2011 petrol 7.18 48.000 2.99
4 Chevrolet  geat 2013 petrol 4.92 41.000 2.35
5
6

omoooco
o

Honda Civic 2008 petrol  13.50 110.000 3.65
Honda  Brio 2012 etrol 5.74 60.000 2.99
Airbag C_Price
0 1
2 0 0 i
2 n n 3

Let us create a is added to the data frame; let us take a backup, will exclude the variables

that we do not want to you know take forward for our modelling. So, these are the

variables now.
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89 dfl=read.xIsx(f1le.choose(), 1, header = T) “| 8 clobal | nironment = Q
90 dfl=dfl[, 'apply(is.na(dfl), 2, all)]
91 df1=df1[lapply(is.na(dfl), 1, all),] pata
92 head(dfl) 0dfl 79 obs. of 8 variables a
& 0 df1b 79 obs. of 12 variabl
94  Age-2017-df13Mfg_vear 01 e ucislet W
95 dfl=cbind(dfl, Age) ~ values
96 Age num [1:79) 4 5649563

97 dflb=df1

98 dfl=dfl(,-c(1,2,3,11)]
99 str(df1)

100 Fies Plots Packages Help Viewer =0
101 | variable transformation and normalization

102 levels(df1sFuel_type) & Expurl

103 cNG=df1SFuel_type=="CNG
104 Diesel=df1SFuel_type=="piesel"

1011 (fopLeve) ¢ RSuipl ¢
Console G:/5esslon 11/ =0
> dfl=df1(,-c(1,2,3,11)] 8
> str(dfl)
‘data.frame’: 79 obs. of 8 variables:
$ Fuel_type : Factor w/ 3 levels "CNG", "Diesel",..: 3233332222 .
§ sR_Price . num 8.88 6.99 7.18 4.92 13.5 ...

4 4

$ kM tnum 75 49.3 48 41 110 ...

§ Price :num 5.6 3.95 2.99 2.35 3.65 2.99 3.87 5.8 5.5 3.1 ...
§ Transmission: num 0000101001 ...

§ owners ERnUNARIRISIRIRoRIIRI RN

$ Airbag thum 0000001111

§ age cnum 45649563104

> g

Now, as we did in previous lecture, let us go through a the transformation process.
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df1b=dfl
df1=df1[,-¢(1,2,3,11)]
str(dfl)

variable transformation and normalization
levels(df1SFuel_type)
CNG=df15Fuel_type=="CNG"
Diesel=df15Fuel_type=="Diesel"
Petrol=df1SFuel_ty, "petrol”

ManualT=df 1$Transmission==0
AutoT=df15Transmission=

maxdf1=unname (apply(dfl[,-c(1,5)], 2, max, na.rm=T))
mindfl=unname (apply(df1[,-c(1,5)], 2, min, na.rm=T))

“#Run 5% [ #Soune v

(Top Level) 2

Console G/sesslon 11/

> dfl=df1(,-c(1,2,3,11)]

o

B

RSuiipl &

=

Wiea”,..2 B2 388828282 ..

> str(dfl)
‘data.frame’: 79 obs. of 8 variables
§ Fuel_type : Factor w/ 3 levels "
§ sR_Price . num 8.88 6.99 7.18 4.92 13.5 ...
$ kM tnum 75 49.3 48 41 110 ...
§ price :num 5.6 3.95 2.99 2.35 3.65 2.99 3.87 5.8 5.5 3.1 ...
§ Transmission: num 0000101001 ...
§ owners. ERnOmERIRINTRIRORIRIR IR
$ Airbag thum 0000001111
§ age cnum 45649563104

>

i i 3

K et o) +

Environment  Histary =
@ B Pmportianet + | iiwv | @
2 clobal  nvironment = Q
Dpata
0dfl 79 obs. of § variables [ ‘
0 df1b 79 obs. of 12 variables ) ‘
values

Age num [1:79) 4 5649563

Fies Plots Packages Help Viewer e

B Exprl

So, this part we have discussed before in previous lecture. So, we will just quickly go

through this, a scaling of the numeric variables.
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df1=df1[,-c(1,2,3,11)]
str(dfl)

98
99
100
# variable transformation and normalization
Tevels(dflSFuel_type)

CNG=df15Fuel_typ
Diesel=df 15Fuel_tyj
petrol=df1SFuel_ty,

ManualT=df15Transmission==0
AutoT=df1§Transmission==1

maxdf 1=unname (apply(dfl[,-c(1,5)], 2, max, na.rm=T))

mindf1=unname (apply (df1[-c(1.5)], 2, min, na.rm=T))

df1[,-c(1,5)]=scale(df1[,-c(1,5)], center = mindfl,
scale = maxdfl-mndf1)

_"Rﬂ\ 5% [ #Souie +

1101 (Top Leve) &
Consale G/Sesslon 11/

$ Transmssion: num
$ owners  num
§ Airbag : num
$ Age : num
> levels(df1SFuel_type)
[1] "eNG"  "Diesel” "etrol"
> CNG=df1$Fuel_typ f!
» Diesel=df1$Fuel_ty
> Petrol=df1$Fuel_ty
> ManualT=df1§Transmission
» AutoT=df1$Transmission==1
>

=0

- AutoT

=gx

& project (None) ©

Environment | History

@B Popromets

) clobal 1 nvironment = Q

0dfl 79 obs. of 8 variables D"

0 dflb 79 obs. of 12 variables [

values
Age

g

ligt *

num [1:79] 45649563
logi [1:79] FALSE FALSE FA
Togi [1:79] FALSE FALSE FA.
logi [1:79] FALSE TRUE FAL. -

=0

NG
Diesel

Fils Plots Packages Help  Viewer

B pxporl v

RSuipl ¢

=0

And then we will create a data frame

exercise.

that would finally,

be used for our modeling
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106 i “| 8 cobal | nironment «
107 manualt=df1STransmission==0
108  AutoT=df1$Transmission==1 pata
109 0dfl 79 obs. of 8 variables @
110 méxdfl:unname(apﬂy(dfl[,—c(l,S)], 2 nax, na rm=T)) 0 dflb 79 obs. of 12 variables [
111 mindf1l-unname(apply(df1[,-c(1,5)], 2, min, na.rm=T)) A :
102 df1[,-c(1,5)]=scale(df1[ -c(1,5)], center = mindfl, ! 0df2 79 obs. of 9 variables (]
113 scale = maxdfl-mindfl) . values
114 Age num [1:79] 45649563
115 df2=chind(df1[,-c(1,5)], Diesel, petrol, AutoT) AutoT Toqi (1:79] FALSE FALSE FA. -
116 str(df2)
17 Files Plots Packages Help Viewer =0
118 # partitioning (90%:10%)
119 partidx=sample(1:nrow(df2), 0.9°nrow(df2), replace = F) & Expurl
120 df2train=df2[partidx,]
121 df2test=df2(-partidx,]
12280 T
1181 (lopLeve) ¢ RSuipl &

Console G:/Sesslon 11/

> str(df2)

‘data frame': 79 obs. of 9 variables:

§ sR_price: num 0.0511 0.0344 0.0361 0.016 0.092 ...

$ KM + num 0.378 0.205 0.196 0.149 0.615

§ price . num 0.0628 0.0395 0.026 0.0169 0.0353 ...
§owners :num 0000100000 ...

$airbag :num 0000001111 ...

$ Age : num 0.250.375 0.5 0.25 0.875 0.375 0.5 0.125 1 0.25 ...
§ Diese]l : logi FALSE TRUE FALSE FALSE FALSE FALSE ...
§ petrol : logi TRUE FALSE TRUE TRUE TRUE TRUE

§ AutoT  : logi FALSE FALSE FALSE FALSE TRUE FALSE ...
>

So, this is the data frame df 2 and you would see these are the variables price is our
outcome variable and others are predictors and you would see all the values for all the
variables they are in 0 to 1 scale. Now we will do our portioning, so 90 percent and 10
percent, 90 percent for training partition because this is small data set. So, we would like

to use you know higher percentage of observation for our training partition.

So, let us do our partitioning. So, only 10 percent of the observation that is about 8
observation would be there in test partition and the remaining 71 are going to be used in

the training partition.

Now, as we have discussed neural net is the package that we require that we have been

using for our neural network model. So, it has been loaded.
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@ annix =1 Environment History =0
a M souconsae Q /v £ - gy | 5% (3 soune - P E mporiaaet - § g | (&
T e e S e e 3 o
117 ware /Y 0DS. OT v varianies J -
118 # partitioning (90%:10%) Odf2test 8 obs. of 9 varables ]
119 partidx=sample(1:nrow(df2), 0.9°nrow(df2), replace = F) Qdf2train 71 obs. of 9 variables )

120 df2train=df2[partidx,]
121 df2test=df2[-partidx,]
122 Age
123 Tibrary(neuralnet) AutoT
124 # neural Network structure ol oc
125 # Input layer: 8 nodes (for 8 predictors)- nodes 1:8 e
126 # Hidden layers: one with 9 nodes- nodes 9:17 . P
127 # output layer: one node- node 18 ghesl] Pt | {Packages i Huic B R\ iewed =
128 # linear.output=T for prediction B ot +

values

num [1:79] 45649563
logi [1:79] FALSE FALSE FA.
Togi [1:79] FALSE FALSE FA.
ARSI T ~

o A

130 nmf=as.formula(paste("Price ~", paste(names(df2)[!names(df2) %in¥ "price"],
iyl ol R v
141 | (ol RSuipl +

=0

Console G/Sesslon 11/

$ Airbag :num 0000001111 ...

$ Age tnum 0.250.375 0.5 0.25 0.875 0.375 0.5 0.125 1 0.25
§ Diesel : logi FALSE TRUE FALSE FALSE FALSE FALSE ...
§ petrol : logi TRUE FALSE TRUE TRUE TRUE TRUE

§ AutoT . logi FALSE FALSE FALSE FALSE TRUE FALSE ...
> partidx=sample(1:nrow(df2), 0.9%*nrow(df2), replace = F)
> df2train=df2[partidx,]

» df2test=df2[-partidx,]

> Tibrary(neuralnet)

warning message:

package ‘neuralnet’ was built under R version 3.4.1

>

We have already discussed the neural network structure that we would be following for

this particular exercise.

So, we talked about that there are 9 variables, so one being the outcome variable. So, we
will have 8 predictors effectively. So, therefore, 8 nodes in the input layer and then the
you know will take typically we take one hidden layer and one more you know we can
always do experimentation with the number of, you know hidden layers and also number
of nodes that are there. So, we will for our illustration purpose we will take just 9 nodes a
one more than the number of predictors here and the output layer just one node that is for

the our outcome variable.
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126 # Hidden layers: one with 9 nodes- nodes 9:1 R
) clobal  nvironment =
[R:# output. layer: fona node=incdeilB i B e

Sg # linear output=T for prediction Age num (1:79] 4 5649563 i
130 nf=as.fornula(paste("Price ~", paste(names(df2) [ Inanes(df2) %in¥ "price"], AutoT  Togi [1:79] FALSE FALSE FA.
131 collapse = " + ")) NG Togi [1:79] FALSE FALSE FA
132 epoch=nrow(df2train); epoch Diesel Tog1 [1:79] FALSE TRUE FAL
133 epoch T
134 modl=neuralnet(mf, algorithm = "rprop+", threshold = 0.0009, stepmax = 30°epoch, Manualt logi [1:79] TRUE TRUE TRUE.
g: f:;’fdg"“""' hidden=c(9), linear.output=T, | maxdfl  num [1.6] 116 167 72 2 110 -
137 mod2=neuralnet (nf, algorithn = "rprops", threshold = 0.04, stepnax = L°epoch, | P | Packages | Hilp | Views: -0
138 data=df2train, hidden=c(9), linear.output=T,
139 rep = 1) XN
140 R Iraining of neural networks =
141 mod1Sresult.matrix[1:3,1]
142 S ————— 0 u
13446 (lop Lovel) 2 Ruipt 2 || V808 ]
Console G/sesslon 11/ =[] | nenralnet(formila, data, hidden 1, thre
slepmax = 1e405, rep = 1, slarl
§ AutoT  : logl FALSE FALSE FALSE FALSE TRUE FALSE ... I learningrate.limit  NULL,
> z:;ndx:s:?ﬂe(l-r}(rinwgdfl). 0.9%nrow(df2), replace = F) Leazningzale. Luclos = Lisl (minu
> df2train=df2[partidx, 1earningrate NULL, 11 i
> df2test=df2[-partidx,] Lilesign.slep = 1000, ilhm
> library(neuralnet) arrifen] Tamel;lact.fen Toal
warning message: Lincar.oulpul = TRUE, cxelude =
package ‘neuralnet’ was built under R version 3.4.1 CONETANT.Weights  NULL, Tikeli
> mf=as.formula(paste("price ~", paste(names(df2)[!names(df2) %in% "price"],
+ collapse = " + ")) Arguments
» epoch=nrow(df2train); epoch
mn 4 formnla a symbolic description of
th madnltn ha fltad g

>

Now, this particular argument linear dot output has to be true for a prediction model. So,
let us create the formula. So, you can you can use as dot formula function and here the
price being the outcome variable. So, all other variable will be collapsed using plus sign
and will get the destring of all the predictors. So, this will be our formula let us create

this.

Now a number of epochs so as we have discussed this particular thing. So, 1 epoch
means you know all the observations iterations of all the observations. So, let us compute
this (Refer Time: 09:13) df 2 train certain number of observation training partitions. So,
that would be a 1 epoch. So, 1 epoch will have 71 runs through the network, 71

observation that are there in the training partition.

Now, in the model modeling you would see that now there typically we required we are
required to do you know you know higher level of experimentation in a neural network
modelling, because there are so many things that can be changed; for example number of
hidden layers, nodes that are there in hidden layers and a few other things that we will
discuss for example, threshold value. So, what is threshold value here? So, quite similar
concept, so we have been using in previous technique for example, we look at the neural
net network you know function in the help page will get down here and we will see that
what is threshold a numeric value is specifying, the threshold for the partial derivatives

of the error function as a stopping criteria.
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gg # linear output=T for prediction Age num [1:79) 456495 6 3 5
130 nf=as.fornula(paste("Price ~", paste(names(df2)[!nanes(df2) %in¥ "price"], AutoT  Togi [1:79] FALSE FALSE FA
131 collapse = " + ")) NG Togi [1:79] FALSE FALSE FA
132 epoch=nrow(df2train); epoch Diesel Tog1 [1:79] FALSE TRUE FAL
133 epoch T

134 modl=neuralnet(mf, algorithm = "rprop+", threshold = 0.0009, stepmax = 30%epoch, Manualt  Togi [1:79] TRUE TRUE TRUE
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140 1 Iraining of neural networks =

141 modlSresult.matrix[1:3,1]

e = -

13446 (fop Leve) + Rouipl & || oty adata frame containing

the variables specified in s

Console G/sesslon 11/ =0 Losmula

§ AutoT : log) FALSE FALSE FALSE FALSE TRUE FALSE ... “l hidden a veclor of integers

> partidx=sample(1:nrow(df2), 0.9%nrow(df2), replace = F) specifying the number of

> df2train=df2[partidx,] hidden neurons (vertices)

> df2test=df2[-partidx,] in each layer.

> Tibrary(neuralnet)

warning message: rhreshold anumeric value

package ‘neuralnet’ was built under R version 3.4.1 specifying the threshold

> mf=as.formula(paste("pPrice ~", paste(names(df2)[!names(df2) %in% "Price"], for the partial derivatives

+ collapse = " + ")) of the error function as

> epoch=nrow(df2train); epoch stopping criteria

En i d slepmax the maximum steps for

So, this is the in this the implementation of neural network that we are using here neural
net function this the main stopping criteria that is used is threshold value; that is you
know rate of change of you know that error given the error function. So, error function
typically that is by default that is used is SSE. So, the rate of change in that particular

function SSE is going to be used here as a stopping criteria, right.

So for example in this plot when we talk about the number of epochs and this plot so
probably instead of the epochs we would like to create a plot error versus you know
threshold, because threshold is the stopping criteria that is that is as per the
implementation of this neural network function. However, you can see another argument
here these stepmax. So, that is also this is also something that we have discussed in
previous lecture that the maximum number of (Refer Time: 11:12) steps that would be
taken to a train the neural network. So, you can see 30 epochs we are taking, so in

typically the implementation neural net implementation the function that we are using.

So, the stepmax is given a bigger number a large number by which the neural network
good converge and so typically this is given a large number and this becomes the last
result for stop stopping the learning of learning of neural network. However, it should
you know if if the neural network is not able to converge even within this number then

will get will get some error in this particular appear on this particular function.



So, therefore stepmax is typically used as just in a large enough number and it is the
threshold value which decides the you know convergent. So, of course, if we have a
smaller if we have a smaller threshold value we would be requiring a higher much higher
value of stepmax because if we you know our neural network model might not converge
might not reach the optimum and if we have a higher threshold value we will require less
number of less number of steps in stepmax argument. So, this experimentation we can
always perform. So, you can see you know two models we have written two lines of

code for your calling neural net function twice and two models we have written.

So, in a first one as you can see first is mf that is the formula for our neural network
modeling, then algorithm we are we are we are using rprop plus; resilient propagation
plus algorithm here and you would see threshold value is quite as small here 0.0009 and
stepmax is 30 epochs. So, this threshold value is small threshold value you know is
because that we are using a large stepmax. So, of course, we expect that our model

would converge and we will get the you know will we can use the model then.

The second code you can see neural net function first two arguments are same, but the
threshold value you can see that it is quite high 0.04. So, the model would converge quite
quickly and you would see therefore, the stepmax value is also smaller just a 1 epoch.
So, you know you know, so when we specify particular threshold value we have to take
care that stepmax value is good enough, adequate enough to you know. So, that the

model is convert model the conversion takes place.

So, let us run this model, so you can see other arguments are similar data training
partition df 2 train number of nodes in the hidden layer just 1 hidden layer 9 nodes.
Learning output you can see it you know true that is for prediction and there is another
argument left that is 1. So, will see how rep is used in a later in the lecture. So, let us run
this code so you will get mod 1 and so, this has this has quickly converged. Now let us

look at mod 2.
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=B X
]+ ndding + K project (Nome) =
0 nannux =1 Environment  History =0
M soueonSae  Q /o O] - By | 5% | [ soue v T H Poportianet - list *
129 ’ ; i “| @ ciohal I vitonment «
130 nmf-as.formula(paste("price ~", paste(names(df2)[!names(df2) ¥in¥ "price"], e TUYI [4.13] FALSC FALSE FA. |
131 ; collapse = " +"))) Diesel logi [1:79) FALSE TRUE FAL
132 epoch=nrow(df2train); epoch epoch 71U
133 p——
134 modl-neuralnet(mf, algorithm = “rprops+", threshold = 0.0009, stepmax = 30°epoch, Manualm  Togi [1:79) TRUE TRUE TRUE
135 data=df2train, hidden=c(9), linear.output=T, maxdfl  num [1:6] 116 167 72 2 1 10
136 rep = 1) nf Price ~ SR_Price + KM + Ow.
137 mod2=neuralnet(mf, algorithm = "rprop+", threshold = 0.04, stepmax = 1*epoch, mindfl num [1:6] 3.11 19 1.15 1 0.
138 data=df2train, hidden=c(9), linear.output=T, O modl List of 13
139 rep = 1)
140 Files Plots Packages Help Viewer =0
141 fiodlsresult.matrix[1:3,1] i
142 mod2Sresult.matrix[1:3,1] 290
143 It Iraining of neural nefworks =
144 # Interlayer connection weights .
45 ¢ 0 formnla
HEIUTRAN Sl isoen avector of infegers
' = specifying the number of
Console G /lswo” 1/ § : : o hidden neurons (vertices)
package ‘neuralnet’ was built under R version 3.4.1 X in each layer
> mf=as.formula(paste("Price ~", paste(names(df2)[!names(df2) ¥ink "Price"],
I collapse = " + ")) Lhreshold a numeric value
> epoch=nrow(df2train); epoch specifying the threshold
[ for the partial denvatives
> modl=neuralnet(mf, algorithm = "rprop+", threshold = 0.0009, stepmax = 30*epoch, of the erfor function as
+ data=df2train, hidden=c(9), linear.output=T, slopping criteria.
+ rep = 1) %
» mod2=neuralnet(nf, algorithm = "rprop+", threshold = 0.04, stepmax = l*epoch, ELo, :::;‘;::::;m;?:;ﬁ:al
+ data=df2train, hidden=c(9), linear.output=T, netvork. Reaching this

+ rep = 1) F maximum leads toastop

So, this has also converged. Let us look at the errors of these two models you can see that
mod 1 the error is smaller than a mod 2 this is expected because the threshold value was
higher for mod 2 therefore, less training and therefore, more error. And you can see these
threshold is also you can see clearly the difference you can see the 0.00079 that is
0.0008, almost 0.0008 that is the reached threshold value which is you know smaller than
the threshold value that we have given here 0.0009 and then we can see mod 2 the value

threshold value the 0.04 and we it is has it stopped that 0.024.

So, if we look at the number of steps that were required to reach the threshold it can see
just 63 steps which are less than the number of steps that we have given, but the way we
have been giving the the way we have initializing the stepmax value in our call to this
function has been you know quite close based on some experimentation so that the
number of steps that are required are quite close to these stepmax that we are specifying.
To be on safer side we can always try much larger stepmax value however, because of
the experimentation you would see which 1 epoch would have in this case you can see in

the in the number of observation train partition is 71.



(Refer Slide Time: 16:06)

B KT (6 Vew Dot Noon Rld Doy YN ook e

Q- =i Bl ndding » K project None) *
091 anni x =1 Environment History =0
g M osoueonsawe | Q 2ol £ . “FRun | % [ #Soune v P E ot lige
134 modl=neuralnet(nf, algorithm = “rprop+", threshold = 0.0009, stepmax = 30*epoch, | & ciohalmironment =
135 data=df2train, hidden=c(9), linear.output=T, Uieser WOyl [4-13) FALSC IRUE FAL. |
0 o-oursirarcor, sigoith ", threshold = 0.0 Lepoch LA S
mod2=neuralnet(nf, algorithm = “rprops", threshold = 0.04, stepmax = 1 epoch, ManualT  Togi [1:79] TRUE TRUE TRUE.
gg r::;aidgtum, hidden=c(9), linear. output=T, T num [1+6] 116 167 72 2 1 10
140 . nf Price ~ SR_Price + kM + Ow.
141 modlSresult.matrix(1:3,1] mindf1 num [1:6) 3.11 19 1.15 1 0
142 mod2Sresult.matrix(1:3,1] | Omodl List of 13
143 L d2 ist of 13
144 # 1nterlayer Connection weights Qo List o
145 # Input layer to Hidden layer connections Files Plots Packages Help Viewer =0
146  dimnames (mod1Sweights[[1]][[1]])= 1ist(c("bias", "nodel:SR_Price", "node2:km", z ) <
147 “node3:owners” , "noded:Airbag", "nodes:age | ¥ @ B = 2
148 "node6:Diesel”, "node7:Petrol”, "node8:AUt | i imining of neural netwarks =
149 | c("node9", "node10", "node11", -
0 m . formnla
14916 (Top Lewed) R Suipl & Ildden avector of mleﬂeﬁ
Console G/seslon 11/ =0 m‘e'mu‘x‘;“zfe‘,:zg;) .
> mod2=neuralnet(mf, algorithm = “rprop+", threshold = 0.04, stepmax = 1*epoch, 3 in each layer
it data=df2train, hidden=c(9), linear.output=T,
+ rep = 1) Lhreshold anumeric value
> modl$result.matrix[1:3,1] specifying the threshold
error reached. threshold steps for the partial derivatives
0.0048181248452  0.0007935870174 539.0000000000000 of the error function as
> mod2Sresult.matrix(1:3,1) slopping criteria.
error reached.threshold steps o the meximum steps for
i 302%::59“1” 0.02421262114  63.00000000000 the raining of e newral
(1] 2130 network. Reaching this

& maximum leads toastop

So, less than 71 that is 63 steps were required, but if we look at the mod first model,
model 1 539 steps were required, but if we look at the 30 epoch value it is much larger
2130. So, within 30 epochs we are allowed 2130 steps however, only 539 were required.
If we run the model again probably it might take more number of steps or less number of
steps so that is you know how we can always you know do the experimentation with

threshold and it stepmax.

So, now let us look at the some of the details; for example, interlayer connection weights
just like we did for our previous you know you know model that you know in a previous
lecture that for fat and salt cheese sampling model fat and salt score were the predictors.

So, similarly we can create you know we can you can see that.
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e KR Co Vew Dot o W Lehay ne look HOp
Q- =] v nddins
01 annnx =0
a M Soueonsae  Q £ L1 - “#Run % [ #Soue v
140
141 modlSresult.matrix(1:3,1]
142 mod2Sresult.matrix[1:3,1]
143
144 # Interlayer Connection weights
145 # Input layer to Hidden layer connections
146 dimnames (mod1Sweights[[1]][[1]])= list(c("bias", "nodel:SR_Price", "node2:km",
147 "nod ", "node4:Airbag", "nodeS:Age
148 "node6:D1esel”, "node7:Petrol”, "node8: Aut
149 <("node9", "node10", "node11", 3
150 "node12","node13", "node14",
151 “nodel5", "nodel6”, "nodel7"));
152 fodlsweights[[1]]([1]]
153
154 # Hidden layer to output layer connections
155  dimnames (mod1Sweights([1]]([2]])= list(c("bias","node9", "nodel0","nodell",
156 ¢ I 0
1521 (fopLev) ¢ RSuipl ¢
Console G/Sesslon 11/ =0

0.02195938134

» dimnames (mod1Sweights (1)1 ( (1]
+

+

ST

error reached.threshold

steps.
0.02421262114 63.00000000000

1)= list(c("bias", "nodel:SR_Price", "node2.kM",
"noge3:owners", "noded:Airbag”, "node5:Age",
"node6:Diesel”, "node7:Petrol”, “node8: AutoT")

c("node9", “node10", “node11",
"nodel2" "nodel3" “nodel4”,
"node15", "nodel16", "nodel7"));

K et o) +

Environment  History

@ E ot e ©
2 ciobal | nvironment = Q
Uresei TUgT [4.73] FALSC TAUE FAL
epoch 1L
ManualT  logi [1:79] TRUE TRUE TRUE..
maxdfl num [1:6) 116 167 72 2 1 10
mf Price ~ SR_Price + KM + Ow.
mindfl num [1:6] 3.11 19 1.15 1 0.

O modl List of 13

0 mod2 List of 13

Fils Plots Packages Help  Viewer =0

0]

&P
R Iraining of neural networks =

formila

avector of integers
specifying the number of

hidden neurons (vertices)
in each layer.

hidden
{

anumeric value
specifying the threshold
for the partial derivatives
of the error function as
slopping criteria.

Uhreshold

the maximum steps for
the training of the neural
network. Reaching this
maximum leads to a stop

stepmax

We are renaming the row names, row names and column names. So, we are changing the

dimension name.
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Q- S| A B o nding +
01 amn0 x =0
a M oswconsoe | Q /L1 - “#Run | 5% [ #soune v
142 mod2Sresult.matrix[1:3,1]
143
144 # 1nterlayer Connection weights
145 # Input layer to Hidden layer connections
146 dimnames (modlSweights[[1]][[1]])= 1ist(e("bias", "nods
147 "node3: Owne;
148 "node6:Diesel"
149 <("node
150 "node
151 ‘node: M
152 mod1Sweights[[1]1[[1]]
153
154 # Hidden layer to output layer connections
155 dimnames (mod1Sweights[[1]][[2]])= Tist(c("bias", "nodes", "nodel0”, "nodell”,
156 "nodel2", "nodel3", "nodeld",
157 "node15", "node16", "nodel7"),
1541 (Top Level) & R Suiipl ¢
Console C/Sesslon 11/ =0
node8:AutoT  -50.9805036707 0.52971249406 1.2212835048 -0.5780845457 E
nodel7
bias 0.4978925504

nodel:SR_Price -7.6058656758

node2:KkM -0.3763641345
node3:owners  0.7984285948
noded:airbag  0.1567916926
node5:Age 0.7856265854
node6:Diese]l  0.9079823076
node7:petrol  1.0089784964
node8:AutoT 1.7230628132
>

& project (None) +

Environment  History =0
@ E Pmorvmet s iiwe | @
) clabal | nvironment « Q
Uresen 10y [4.73] FALSE IAUE FAL
epoch 7L
ManualT  logi [1:79]) TRUE TRUE TRUE..
maxdfl num [1:6] 116 167 72 2 1 10
mf Price ~ SR_Price + KM + Ow.
mindfl  num (1:6) 3.11 19 1.15 1 0.
@ modl List of 13
O mod2 List of 13 i
Files Plots Packages Help Viewer =0
X X @
1t Iraining of neural etworks =
formla
hidden avector of integers
specifying the number of
hidden neurons (vertices)
in each ayer.
Lhreshold anumeric value
specifying the threshold
for the partial denvatives
of the error function as
stopping criteria.
arepmay the maximum steps for

the training of the neural
network. Reaching this
maximu leads to a stop

So, in this case you can see this is the, so this is the value you can see here, the

interconnection interlayer connection weights.

So, this is between input layer, 2 hidden layer. So, these are input layer to hidden layer

connection. So, you can see bias values first row, second value is first node that is where

that is corresponding to this predictor SR price, and the weight values, then for KM, then



for owners, and its connection to the different nodes in the hidden layer node 9 10 11 22

up to 17 and the a corresponding weights; so that is here.

(Refer Slide Time:

17:55)

O RN o Vew ot Sewen N ey PN losl Kop
Q- Slla L adding +
01 annit x =0
b M osoeonse @ / + £ “HRun | 5% [ Hsouce
142 mod2Sresult.matrix[1:3,1]
143
144 # 1nterlayer Connection weights
145 # Input layer to Hidden layer connections
146  dimnames (mod1Sweights[[1]][[1]])= 1ist(c("bias", "nodel
147 "node3: owners'
148 "node6:Diesel ,"node8: Aut
149 <("node9
150 nodel.
151 nodel I
152 modlweights[[117([1]]
153
154 # widden layer to output layer connections
155  dimnames (mod1Sweights [[1]][[2]])= list(c("bias","
156 "node
157 "node15", "node16", "node17"),
it 0 0
1541 (fop Leve) ¢ RSuipl ¢
Console G:/Sesslon 11/ =0
IVUEVLUIESE 1 =4, JUUUTUIUE ) =V.TUTLVEUIUIN VL IEALIE JOVI =V 1 TIUEVESS -
node7:petrol 0.31236399725 -1.04135100551 0.40175603550 0.1260327708
node8:AutoT 0.61269564579 -0.07816131896 -0.34916484537 -0.1998422179
nodel3 nodel4 nodels nodel6
bias -1.2254591584  2.03609013874 -0.3961460348 -1.9577229904
nodel:SR_Price -31.0402789526 -0.03799541666 -4.2025033518 -1.0321759755
node2: kM 1.0059980436 0.55469063732 0.1489646401 -1.0922835692
node3:owners 0.2124796079 0.19665708151 -0.1757026045 -0.2151085049
node4:airbag  -38.3913646051 -0.13685181843 -1.3325396179 -0.3816889467
nodeS:Age -2.5273359345 0.92188290735 -0.4439944517 0.1168720792
node6:piesel  -0.7201720181 -1.52958998070 0.9595671249 0.2213206765 a

node7:petrol
node8: AutoT

1.74756448563 -2.1111454342 0.7154227500
0.52971249406 1.2212835048 -0.5780845457

-0.9847590662
-50.9805036707

K Project (Nome) =

=

Environment  History
£ P import Dataset *

2 clobal 1 nvironment =

ligt +

7
L 4

LL./3) FALSE IRUE FAL

Uiesen oy
epoch 7L
ManualT  logi [1:79]) TRUE TRUE TRUE..
maxdfl num [1:6] 116 167 72 2 1 10
nf Price ~ SR_Price + KM + Ow.
mindfl  num [1:6) 3.11 19 1.15 1 0
@ modl List of 13
Qmod2 List of 13
Files Plots Packages Help Viewer =0
X X0l S
1t Irining of neural neworks =
formla
hidden avector of integers
specifying the number of
hidden neurons (vertices)
in each layer.
Uheeshold anumeric value
specifying the threshold
for the partial denvatives
of the error function as
stopping critena.
arepmax the maximum steps for
the training of the neural

network. Reaching this
maximum leads to a stop

Now, a hidden layer to output layer connection also we can see. So, you can see here

again in this particular code I rename the dimensions row and column. So, you can see

here since we had just 1 output node price we can see node 18 price in the column and all

other you know in there are row side we have bias and others node 9 to node 17 or the

hidden nodes, hidden layer nodes and you can see the connection rates and bias value.

So, this is this was these values are called the model 1.
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S KT (o View IR Soron Wala Deba) Iome 1608 Heip

Q- 24 . B v ndding +

01 annitx

148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
1601

a M Soueonsae  Q £ L] o g | 5%
“node/:petrol", "node8: Aut *
,"nodell",

node13", "node14",

nodel6", "nodel7"));

"nodels",

mod1Sweights[[1]][[1]]

# Hidden layer to output layer connections

dimnames (mod1Sweights [[1]1[[2]])= 1ist(c("bias”,"noded", "node10","nodell",
"node12", "node13", "node14",

"node15", "node16", "nodel
c("node18:Price")); modlSwe

head(data. frame("predicted value"=modlSnet.result[[1]][,1], "Actual value"=df2tra

df2train(,-c(3)]))

# performance

(Top Level) 2

Console G/Sesslon 11/

nodel:SR_Price -7.6058656758
node2 : KM -0.3763641345
node3:owners  0.7984285948
node4:airbag  0.1567916926
nodeS:Age 0.7856265854
node6:piese]  0.9079823076
node7:petrol  1.0089784964
node8: AutoT 1.7230628132

> dimnames (mod1Sweights[[1]]([2]]))= Tist(c("bias",

+
+

"node13", "node14",
,"nodel6", "nodel?"),

"node12
"nodels

"node9”, "nodel0”, "nodell”,

K et o) =

Environment  History =0
@ E Pmportiaaet e ©
2 ciobal | nvironment = Q
Ureser 10gT [4.73] FALSC TAUE FAL
epoch 71

ManualT  Togi [1:79] TRUE TRUE TRUE..
maxdfl num [1:6] 116 167 72 2 1 10

nf Price ~ SR_Price + KM + OW.
mindfl num [1:6) 3.11 19 1.15 1 0.
0 modl List of 13
0 mod2 List of 13
Files Plots Packages Help  Viewer =0
eI R B4 Q 8

1t Ieining of neural networks =

formnla

hidden avector of infegers
specifying the number of
hidden neurons (vertices)
in each layer.

Uhgeshold anumeric value
specifying the threshold
for the partial denvatives
of the error function as
slopping criteria.

ALepmax the maximum steps for
the training of the neural
network. Reaching this
maximum leads to a stop

Now, we are interested in looking at the results the predicted value the actual value other
things. We can run this particular code. So, I have created data frame of predicted value.

So, the result would be captured here, in that result element of this mod 1 an actual

value, and the remaining of the predictors in the training partition.

So, you can see these are first 6 observations. So, you can see predicted value and actual

value. So, you can see in most of the cases the predicted value is quite close to the actual

value.

(Refer Slide Time: 19:14)
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Qi-la- (A ¢ Bl el ndding +
@)1 annix
& M osoceonsae Q Ao D - ~#Run

157 "node15", “node16", "nodel

158 c("nodel8:price")); modlSwe

159

160 head(data.frame("predicted value"-modlSnet.result[[1]][,1], "Actual value"=df2tra

161 df2train[,-c(3)]))

162

163 # performance
164 Tlibrary(rminer)
165 # Training Partition

166
167 print(round(M, digits = 6), na.print =
168
169

173

=E

7, 3
ights[[1)1([2]] Uiesei

memmetric(df2trainSprice, modlSnet.result([1]][,1], c("sse", "RMSE", "ME"))

Ml=mmetric(df2trainiprice, mod2Snet.result[[1]][,1], c("sSE", "RMSE", "ME"))
170 print(round(M1, digits = 6), na.print = ")

171

172 # Test parkition

17211 (lopLeve)

Console G/sesslon 11/
> head(data.frame( Predicted Value =modl3net.result{[L]J][,L],

rice,

+

12

8

45

76
73

predicted value Actual value SR_Price

df2train(,-c(3)1))

0.006866172464 0.00705716302 0.0002657454159 0.29054054054
0.087347359338 006563161609 0.0653733723093 0.05743243243
0.045245797011 0.03952011291 0.0693595535477 0.54358108108

0.056372147277 0.04093154552 0.0597927185756 0.46554054054
0.028638681413 0.04163726182 0.0725484985384 1.00000000000

0
0
0.037337926118 0.03952011291 0.0343697404553 0.20467567568 0
0
0

Diese] petrol AutoT

12 FALSE  TRUE FALSE

8

TRUF_FAI SF_FAISF

R Seripl &

KM Owners Airbag

K gt (o) *

Environment  History =0
# B Pmportiancet » | F g | @
% clobal t nvironment Q
TUgT [4.73] FALE TAUE FAL
epoch T

ManualT  Togi [1:79] TRUE TRUE TRUE..
maxdfl num [1:6] 116 167 72 2 1 10

nf Price ~ SR_Price + KM + Ow.
mindfl num [1:6] 3.11 19 1.15 1 0.
0 modl List of 13
| Dmod2 List of 13
Files Plots Packages Help  Viewer =
T

It Iraining of neural networks =

formnla

hidden avector of integers
specifying the number of

a0
‘Actual Value“=dtztrainsp . hidden neurons (vertces)

in each layer.

Uhzeshold anumeric value
specifying the threshold
for the partial derivatives
of the error function as.
slopping criteria.

SLepmax the maximum steps for
the training of the neural
network. Reaching this.
maximum leads to a stop




So now what we can do is let us look at the performance. So, we will use this package
rminer and then we will compute some of these matrix a SSE, RMSE and ME. So, let us

compute these values.

(Refer Slide Time: 19:23)
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Q- S|4 o [+ nddins + K project (None) =
[RLELTEY (]| Environment  History =0
g M osweonsoe | Q /- £ - ARy 5% [ #Souce - T H Poportvanet - e @
158 c("node18:price")); modjuamancainc [11TC021] “ ' @ ciohal 1 nvironment = A
159 schon (1 Giwse T UGy (473} FACSE TREE FRC
160 head(data. frame("predicted value"=mod1Snet.result[[1]][,1], "kceut e"=df2tra | opoch 7
tgg df2trainl,-¢(3)1) GCtorture FALSE
638 2 performance ManualT  logi [1:79] TRUE TRUE TRUE
164 1ibrary(rminer) maxdfl  num [1:6] 116 167 72 2 1 10
165 F Training Partition mf Price ~ SR_Price + KM + Ow.
166 M=mmetric(df2trainSPrice, modlSnet. resu]t[[l]][ 1], c("SSE", "RMSE", "ME")) mindfl num [1:6] 3.11 19 1.15 1 0..
167 print(round(m, digits = 6), na.print = "") O modl List of 13
168 F
169 ml=mmetric(df2trainsprice, mod2snet.result[[1]][,1], c("SSE", "RMSE", "ME")) Files Plots Packages Help Viewer =0
170 print(round(Ml, digits = 6), na.print = "") N =
171 PR B 4
172 # Test partition 1t Ieaining of neutal networks =
173 modltest=compute(modl, df2test[,-c(3)]) -
174 ¢ m 0 formnla
L Sy Sl isoen avector of infegers
) i specifying the number of |
(S0 ] —1 hidden neurons (vertices)
73 0.028638681413 0.04163726182 0.0725484985384 1.00000000000 0 00.875 d in each layer
piesel petrol AuteT
FALSE  TRUE FALSE Uhreshold anumeric value
8  TRUE FALSE FALSE specifying the threshold
45  TRUE FALSE FALSE for the partial denvatives
TRUE  FALSE FALSE of the error function as
76  TRUE FALSE FALSE stopping criteria.
73 TRUE FALSE TRUE
s Tibrary(rminer) aLepmax the maximum steps for
warning message: the training of the neural
package ‘rminer’ was built under R version 3.4.1 ELE RS
A e maximum leads fo a stop

So, the first one is for the training partition. So, as you can see here.
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160 head(data. frame("Predicted value"=modlSnet.result[[1]][,1], "Actual value"=df2tra™ g ciohalimironment « (
161 df2train(,-c(3)1)) Uieser Uyl (4.13] FALSC IRUE FAL
162 epoch 1L
163 x_vsrforma'_wce GCtorture FALSE
1645 library(rminer) " Named num [1:3] 0.00963625

165 # Training partition
166 M=mmetric(df2trainSprice, modlSnet.result[[1]][,1], c("sSE", "RMSE", "ME"))
167 print(round(m, digits = 6), na.print = "")

ML Named num [1:3] 0.0439188
ManualT  Togi [1:79] TRUE TRUE TRUE

168 maxdfl num [1:6] 116 167 72 2 1 10
169 ml=mmetric(df2trainSprice, mod2Snet. resuk[[l]][ 1], c("sse", "RMSE", "ME")) nf Price ~ SR_Price + KM + Ow
170 print(round(Ml, digits = 6), na.print =
171 | Fils Plots Packages Help Viewer =0
172 # Test Partition
173 modltest=compute(modl, df2test[,-c(3)]) ppRBI S
174 m2-nmetric(df2testsprice, modltestinet.result[,1], c("sse", "RMSE", "ME")) 1€ Ieaining of neual networks =
175 print(round(M2, digits = 6), ma.print = "") i
176 ¢ [ formnla
17315 (oplow) ¢ Rsuiplell o avectoroftegers
specifying the number of
Console G/sesslon 11/ =0 hidden neurons (vertices)
> Tibrary(rminer) 3 in each layer
varning message:
package ‘rminer’ was built under R version 3.4 Lhreshold anumeric value
> Mzmmetric(df2train$Price, modl$net resu'lt[[l]][ 1], c("sSE", "RMSE", ) specifying the threshold
> print(round(M, digits = 6), na.print = "") for the partial derivatives.
SSE RMSE ME of the error function as
0.009636 0.011650 0.000004 stopping criteria.
> Ml=mmetric(df2train$price, mod2$net. resuk[[l]][ 1], c("ssE", "RMSE", "ME")) it the maimum steps for
5 prmt(rwund(Ml dw\ts = 6), na.print = ") the training of the neural
network. Reaching this
0.043919 0.024871 0.000080 maxinumeads 10 astop

> I

So, these are the value for the training partition and then we will compute the values for
the for the second model. So this was for the first model then let us compute for the

second model. So, these are the values for second model. So, you can see that RMSE



value is smaller in first model in comparison with the second model because over
training has happened in case of first model. Now, what we will do will look at the

performance of these two models on test partition.
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v ndding K Project (Nonc) =
O nannux (] Envronment  History =0
M Soucconsoe | Q 2 e “#Run | 3% [ #Soune v P H  Pmpertiaet e f st »
166 e mnetric(df2trainsprice, modSnet. resu1t[[1]][ 1], c("sse", "RMSE", "ME")) g lum‘,m,,’,‘m,n,
167 print(round(m, digits = 6), na.print = "*) = 10y [1-73] FALSE IAUE FAL
168
e ach 71
169 Ml=mmetric(df2trainiprice, mod2Snet.result[[1]][,1], c("SSE", "RMSE", "ME")) Ls
170 print(round(Ml, digits = 6), na.print = "") CCLOTUTUREARSE
171 M Named num [1:3] 0.00963625
ml Named num [1:3] 0.0439188

172 # Test Partition ¢
173 modltest=compufe(modl, df2test[,-c(3)]) mManualT  Togi [1:79] TRUE TRUE TRUE

174 m2-mmetric(df2testSprice, modltestSnet. resuh[ 1], c("sse”, "RMSE", "ME")) naxdfl nun [1:6] 116 167 72 2 1 10
175 print(round(M2, digits = 6), na.print = "") mf Price ~ SR_Price + KM + Ow. -
176
177 mod2test=compute (mod2, df2test[,-c(3)]) < Fils Plots Packages Help Viewer m)
178 m3=mmetric(df2testsprice, mod2testsnet.result[,1], c("ss", "RMSE", "ME"))
179 print(round(M3, digits = 6), na.print = "") ‘X X
180 1€ Ieaining of neutal networks =
181 # Network diagram
18 formnla
L Sl isoen avector of infegers
- specifying the number of
Console G:/sesslon 11/ o hidden neurons (vertices)
> Tbrary(rminer) i in each layer.
warning msssage-
package ‘rminer’ was built under R version 3.4 Lhreshold anumeric value
> Mzmmetric(df2train$Price, modl$net resu'lt[[l]][ 1], c("ssE", "RMSE", "ME")) specifying the threshold
> print(round(M, digits = 6), na.print = "") for the partial derivatives
SSE RMSE. ME of the error function as
0.009636 0.011650 0.000004 stopping criteria.
> Ml=mmetric(df2train§price, mod2$net resu]t[[l}][ 1], c("sSE", "RMSE", "ME")) & e s Siase I
> prm:(rwund(ml d\g\:s 6), na.print = ") el [helralmngo"hepneural
network. Reaching this

0.043919 0.024871 0.000080 maximum leads foastop

>

So, for this we have till now in other techniques we have been using predict function to
score the test partition, but in this case this particular package neural net and we have
compute function to is called the test partition observation. So, we will use compute and
then other arguments are quite similar first model object and then the test partitions will
score this will compute these metrics SSE, RMSE, ME and then. So, this is with respect
to the first model you would see that RMSE value was 0.01 for training partition, but it is

0.16 in the test partition.

So, from here we can say that the model has over fitted to the data; so over fitted to the
noise. So we can see that the error on test partition is 10 times more than that of in the
partition. So this is for the model 1 and let us look at the performance using model 2. So,

value is 0.21 in the for the test partition if we look at the value for the model 2.024.
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Q- =3 2+ | adding + K poject Norc)
O nannix =1 Environment History =0
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169 ml=mmetric(df2trainPrice, mod2Snet.result[[1]][,1], c("sse", "RMSE", "ME")) “| 8 clobal 1 vironment +
gg print(round(M1, digits = 6), na.print = "") o Named num (1+3] 0.3692 0.2, -

172 # Test partition ManualT  Togi [1:79] TRUE TRUE TRUE

173 modltest=compute(modl, df2test[,-c(3)]) maxdfl num [1:6] 116 167 72 2 1 10
174 m2-mmetric(df2testiprice, modltestSnet.result[,1], c("ssE", "RMSE", "ME")) mf Price ~ SR_Price + KM + Ow.

175 print(round(M2, digits = 6), na.print = "") mindfl num [1:6] 3.11 19 1.15 1 0
176 - -

177 mod2test-conpute(nod?, df2test[,-c(3)]) CLER Listiofly

178 m3=mmetric(df2testiprice, mod2testSnet.result[,1], c("sse", "RMSE", "ME")) Onodltest Ljif Of 2

179 print(round(M3, digits = 6), na.print = "")
180 . Files Plots Packages Help Viewer =

181 # Network diagram ; 7
182 plot(modl) 2 oW
183 It 6aining of neural networks =
184 # Neural Network with 18 hidden nodes *
185 ¢ m ' formnla
S S : Sl issen avector of infegers
Consle G/seslon 11/ =0 Spechingte Mumoer ol
» Mi=metric(df2traintorice, mod2Snet result{[1]][,1], c("sse”, “muse”, "We")) A Sl
> print(round(Ml, digits = 6), na.print = "")
SSE RMSE 13 Unzeshold anumeric value
0.043919 0.024871 0.000080 specifying the threshold
> modltest=compute(modl, df2test[,-c(3)]) for the partial derivatives
> m2=nmetric(df2testSprice, modltestSnet.result(,1], c("SSE", "RMSE", "ME")) of the error function as
> print(round(M2, digits = 6), na.print = "") slopping criteria.
SSE  RMSE ME
0.211244 0.162498 0.061920 atepmax the maximum steps for
> mod2test=compute(mod2, df2test[,-c(3)]) the training of the neural
> M3=mmetric(df2testSPrice, mod2testSnet.result(,1], c("SSE", "RMSE", "ME")) network. Reaching this
> print(round(¥3, digits = 6), na.print = **) a PRt
ccc ouce uc ‘

So, even in this case you would see that the performance of the model is quite poor even
though less training has happened just 1 epoch just a you know I think about 60, about
60 observations we can look at the previous results epoch value our epoch this converge
a number of steps that we had seen 63, so just 63 steps and so even after that the second
model also seems to have over fitted to the data or it might be under trained. So, there are

there could be two scenario either because the only 63 steps were used.

So, more likely scenario is this that this particular models are under trained and because
of that its performance on test partition is poor however, in case of first model it seems to
be over trained and because of that its performance is poor on test data. So one model,
model 1 is over trained and the model 2 is under trained and that is very that can be seen
from the number of steps that have been used and the threshold value that were used in

these two cases. So, now let us look at the diagram plot model 1 so look at this.
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So, for model one this is the this is the network diagram that we have. So, you can see
here all 8 predictor SR price, KM up to automatic transmission AutoT and you can see
different connecting arrows from input layer nodes to hidden layer nodes and you can
also see the bias node, bias values you know bias node and they connect connected to the
hidden layer nodes on the bias values and then from hidden layer nodes connections are

there to output layer node and then there is another bias value bias node, right.

So, this is what we have, so you can see that. So now so as I talked about that two
models; so one model is over fitting and the second model is under fitting. So, what else
can be done? So, there are as I talked about a number of experimentation can be
performed in neural network modeling. So, next is whether we can change the number of
hidden layer nodes. So let us see what happens if we increase the number of hidden layer

nodes.

So, since we have already you know build one model, model one 1 had 9 hidden 9
hidden nodes in the in the layer so I still it was over fitting. So therefore we expect if we
create a model with 18 hidden nodes. So, this one is also going to this one also this one is
also going to over fit to the data or fit to the noise. So, we look at the this particular
model 3 that we are going to create look at the arguments. So, threshold value you can
see now this transition much is smaller. So earlier one was 0.0009 that we had a specified

0.0009 yes.
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177 mod2test=compute(mod2, df2test[,-c(3)]) B @ oot itorment =
178 m3=mmetric(df2testiprice, mod2testSnet.result[,1], c("SSE", "RMSE", "ME"))
179 print(round(M3, digits = 6), na.print = "" M3 Named num [1:3] 0.3692 0.2. *
180 ManualT  Togi [1:79] TRUE TRUE TRUE..
181 # network diagram maxdfl num [1:6] 116 167 72 2 1 10
182 plot(modl) nf Price ~ SR_Price + KM + Ow.
183 mindfl  num [1:6] 3.11 19 1.15 1 0
184 # neural Network with 18 hidden nodes Orodl Astiof 13
185 mod3=neuralnet(mf, algorithm = "rprop+", threshold = 0.0p07, stepmax = 30*epoch, it
186 data=df2train, hidden=c(18), linear.outputsT, Omodltest  List of 2
187 rep = 1) : - -
188 Files  Plots s Help  Viewer 0
189 mod3Sresult.matrix[1:3,1] R e ® ==
190 P rom Bopate 0§ % pabiish -

191 # performance
192 # Training Partition

18557 (fop Leve) &

Console G:/session 11/

» modltest=compute(modl, df2test(,-c(3)])

> M2zmmetric (df2testsprice, modltest$net.result[,1], c("sse”, "RMSE", "ME"))
> print(round(M2, digits = 6), na.print = "")

SSE RMSE ME
0.211244 0.162498 0.061920
» mod2test=compute(mod2, df2test(,-c(3)])
> M3=mmetric(df2test$Price, mod2testSnet.result[,1], c("SSE", "RMSE", "ME"))
» print(round(M3, digits = 6), na.print = "")

SE  RM ME
0.369176 0.214819 0.081934
> plot(modl)
>

Error; 0.004818 Steps: 539

Now, you can see here 0.0007 and these steps are same this is because since we will have
a more number of hidden layer node. So, of course, you know the model would converge

even at a lower threshold value and still keeping the you know same number stepmax

you know value.

So, we are having in, we are passing a quite tighter value for stepmax and within this you
know value of stepmax; we are trying to you know get the highest possible threshold that
can be used. So, of course, it will lead to over fitting. Let us run this so it did not

converge. So, let us again run, not converged even this time. So let us one more time, not

converging.
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091 anne x =] Environment History =0
4 @0 sucomswe | Q el . *hy | 5% Cosoe - P E mporiaaet it *
179 print(round(M3, digits = 6), na.print = "") “1 @ clohal i nvironment =
igg # Network d mf Price ~ SR_Price + KM + Ow. -
18 {ﬂuidﬁén 18grén mindfl  num [1:6] 3.11 19 1.15 1 0.
183 O modl List of 13
184 # Neural Network with 18 hidden nodes Omodltest  List of 2
185 mod3=neuralnet(nf, algorithm = "rprops+", threshold = 0.0008| stepmax = 30°epoch, ‘ 5
186 data=df2train, hidden=c(18), linear.output=T, - L‘,s‘ o7
187 rep = 1) Omod2test  List of 2
188 O mod3 List of §
189 mod3Sresult.matrix(1:3,1]
190 Files Plots Packages Help Viewer =0
191 # performance 1 9 ,
P Begols 0§ % obiish +

192 # Training partition

193 M4=mmetric(df2trainSPrice, mod3Snet.result[[1]][,1], c("SSE", "RMSE", "ME"))
194 print(round(M4, digits = 6), na.print = "")

195000 I

18560 (Top Lev) ¢ RSuripl +
Console G/sesslon 11/ =0
algorithm did not converge in 1 of 1 repetition(s) within the stepmax 3
> mod3=neuralnet(mf, algorithm = "rprop+", threshold = 0.0007, stepmax = 30%epoch,
+ data=df2train, hidden=c(18), linear.output=T,
+ rep = 1)
warning message:
algorithm did not converge in 1 of 1 repetition(s) within the stepmax
» mod3=neuralnet(mf, algorithm = "rprop+", threshold = 0.0007, stepmax = 30*epoch,
+ data=df2train, hidden=c(18), linear.output=T,
+ rep = 1)
warning message:
algorithm did not converge in 1 of 1 repetition(s) within the stepmax
>
- Error; 0.004818 Steps: 539

So, what we will do? We will increase threshold value to from 7 to 8 and we will run it

again and you see that immediately it converged.

So, you can see even after you know increasing the number of hidden load no hidden
layer nodes from 9 to 18 if we look at in terms of threshold value the earlier threshold
value was 0.0009 and it what it what it converged and in this case it is just 0.0008. So,
just you know one you know fourth decimal point one unit decreased there and we have

increased the number of nodes and we have doubled the number of hidden layer nodes.

Now, we look at the error value now this is much lower. So, you can see 0.0035 we look
at the earlier a value, error value in first model you can go back and you can see the other
was 0.0048 and here what we have 0.0035. So, error is much less since threshold value is
also the threshold value at which the model has converge is is lower and you can see the

number of steps now more number of steps 1674 were required for this convergon to

take place.

Now, let us look at the performance of this model on training partition and test partition.
So, let us compute the same matrix. So, you can see now RMSE value has decreased
further 0.0099 in this case. Now, let us look at the performance on test partition. So,
again you can see that test partition the performance has become much worse. So, you
can see that now the RMSE value is 0.46 and it is you know you know about it is much

higher much times higher in comparison to previous case. So over fitting has increased if



we compare this model 3 with model 1. So, we can see that performance on new data

validation data is worsening and as reflected in the RMSE value.

So, what we need to do to find out the best model? So, what we will do now? We will
build the model using certain such experimentation. So, what we are going to use the rep
argument that we had kept as 1 in previous modeling we will make it 20. So, well run the

same model 20 times and then pick best one out of those 20 runs.

Now, other things also will change. So, you can see here that what I am doing here in this
particular for loop is step mac max is kept as 30 epochs that is the highest value and you
would see that threshold value is now mentioned value i and I am running a for loop
using i as a counter and we are going to build a number of models and we will test them
on validation partition just like this graph. So, we will create this kind of plot. So, the
threshold values, so we are going to do a performance we are going to do some

experimentation with threshold value.
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196 # Test Partition 1 @ clobal i nvironment =

197 mod3test=compute(mod3, df2test[,-c(3)]) ; z
198 MS-mmetric(df2testSprice, moddtestSnet.result(,1], c("Sse", "RMSE", "ME")) 5 Naned nun (1:3] 1.697 0.46
199 print(round(M5, digits = 6), na.print = ") Manualt  logi [1:79] TRUE TRUE TRUE.

200 maxdfl  num [1:6] 116 167 72 2 1 10
201 # using rep=20 and selecting the best model using validation partition mf Price ~ SR_Price + KM + Ow,
202 th=seq(0.01,0.1,0.005); th mindfl num [1:6] 3.11 19 1.15 1 0.
203 Mtest=NULL 1 0 modl List of 13

204+ for(3 in th) {
205 mod4=neuralnet(mf, algorithm = "rprop+", threshold = i, stepmax = 30*epoch,

Omodltest  List of 2
206 data=df2train, hidden=c(9), linear.output=T, i =

207 rep = 20) Fies Plots Packages Help Viewer o
208 best=as.integer (which.min(mod4Sresult matrix[c("error”), 1))
209 mod4test=compute(mod4, df2test[,-c(3)], rep = best)

210  Me=mmetric(df2testiPrice, moddtestSnet.result[,1], c("RMSE"))

0 ¥ % puish +

B 20on By

211 mrest=c(Mtest, M)

1) I
20210 (oplewe) RSuipl ¢

Console G/Sesslon 11/
error reached.threshold steps
0.0035384219762 0.0007448442819 1674 0000000000000
» Mé=nmetric(df2train$Price, mod3Snet.result([1]1(,1], c("ssE", "RMSE", "ME"))
» print(round(m4, digits = 6), na.print = ")
SSE RMSE ME

0.007077 0.009984 0.000005 Diesel
> mod3test=compute(mod3, df2test[,-c(3)]) —
> MS=mmetric(df2test$Price, mod3test$net.result[,1], c("sSE", "RMSE", "ME")) Petrol
> print(round(MS, digits = 6), na.print = "")
SSE RMSE ME AdtoT
1.696902 0.460557 0.178392 e 0
i : Error; 0004818 Steos: 539

So, let us, these are the threshold value that we are going to use, so 19 of them, so

starting from 0.01 and then 0.015 then 0.020 and up to 0.1.

So, we will create these 19 models and as you can see for each of these 19 threshold
values we will create 20 models a repetition is 20 and the best one within that you know

would be picked. So, essentially for each of these threshold value we would be picking



the best model based on 20 runs. So, let us and then Mtest is the variable which where

we would store the error value a error validation error value.

So, you can see in next few lines of code. So, will you can see here the best this one is
being used to find out the the out of 20 runs which one is the best run, which one is the
best model and once that is selected then it is being used to score the test partition as you
can see here and once that is done we are computing the a matrix values RMSE mainly

and then is storing it in this particular vector.

So, for all the 19 models we would be storing the this value. So, the plot that we are
going to use is a going to be error on y axis validation error on y axis and threshold value
on x axis. So, let us initialize Mtest, let us run this loop and you can also notice that

number of hidden layer loads are 9.
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198 mS=mmetric(df2testSprice, mod3testSnet.result([,1], c("SSE"”, "RMSE", "ME")) “| 8 cobal 1 vironment «
%gg print(round(M5, digits = 6), na.print = "") D modl List of 13
201 # using rep=20 and selecting the best model using validation partition Onodltest  List of 2
202 th=seq(0.01,0.1,0.005); th O mod2 List of 13
203 Mrest=NULL d2t t of 2
204 - For (i in th) { et Ot
& o " . - 0% O mod3 List of 13
205  modd4=neuralnet(mf, algorithm = "rprop+", threshold = i, stepmax = 30*epoch,
206 data=df2train, hidden=c(9), linear.output=T, Omod3test  List of 2
207 : rep = 20) Mtest NULL (empty)
208 best=as.integer (which.min(mod4Sresult.matrix[c("error"), 1))
209 moddtest=compute(mod4, df2test[,-c(3)], rep = best) Files Plots Packages Help Viewer =0

210 MG=mmetric(df2testiprice, moddtestsnet.result[,1], c("RMSE")) 4 e
211 Mtest=c(Mtest, M6) Poom Begols @ % obiish +
2128 }

213

24 ¢ ’
2041 (oplow) £ RSuipl +

Cconsole G:/sesslon 11/
SSE  RMSE ME

0.007077 0.009984 0.000005

> mod3test=compute(mod3, df2test(,-c(3)])

> MS=mmetric(df2test$Price, mod3testSnet.result[,1], c("SSE", "RMSE", "ME"))

> print(round(M5, digits = 6), na.print = "")
SSE RMSE ME

1.696902 0.460557 0.178392

» th=seq(0.01,0.1,0.005); th

(1] 0.010 0.015 0.020 0.025 0.030 0.035 0.040 0.045 0.050 0.055 0.060 0.065 0.070

[14] 0.075 0.080 0.085 0.090 0.095 0.100

» Mest=NULL

>

Error; 0.004818 Steps: 539

So, let us run this loop. So, it will take with time because we would be running 20

multiplied by 19 models and yes. So it has all of them have been computed.
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202 th=seq(0.01,0.1,0.005); th “ | @ clobal i nvironment = Q
203 Mrest=NULL 0 modl List of 13
204+ for(i in th) { ¥
205  modd=neuralnet(mf, algorithm = "rprop+", threshold = i, stepmax = 30°epoch, Onoditest  List of 2
206 data=df2train, hidden=c(9), linear.output=T, 0 mod2 List of 13
207 rep = 20) d2test  List of 2
208 best=as. integer (which.min(noddSresult matrix[c("error"), 1)) g'""da B °f o
209  moddtest=compute(mod4, df2test[,-c(3)], rep = best) o Gk
210 Mb=mmetric(df2testSPrice, moddtestSnet.result(,1], c("RMSE")) Omod3test  List of 2
211 mrest=c(mtest, M6) Mtest NULL (empty)
A2 '}
213 Fies Plots Packages Help Viewer =0
214 pr=data.frame("threshold"=th, "error"=Mtest); OF n e
215 oF[which min(oFSerror),] L B zom Begot - Q| f % tubish +
216 plot(th, Mtest, type = "b", Yo
217 xlab = “threshold”, ylab = "validation Error") -
241 (oplevd) 2 RSuiipl ¢
Console G/sesslon 11/ =0

[14] 0.075 0.080 0.085 0.090 0.095 0.100
> Mtest=NULL
> for(i in th) {
+ modd4=neuralnet(mf, algorithm = “rprop+", threshold = i, stepmax = 30*epoch,
data=df2train, hidden=c(9), linear.output=T,
rep = 20)
best=as . integer (which.min(mod4Sresult.matrix[c("error"), 1))
mod4test=compute (mod4, df2test[,-c(3)], rep = best)
M6=mmetric(df2testSPrice, moddtestSnet.result[,1], c("RMSE"))
Mtest=c(Mtest, M6)

T TS

Error; 0.004818 Steps: 539

So, there were no problems of convergence as we saw in earlier cases where we had to
reduce threshold value because stepmax is large enough to allow all the models for
different threshold values to converge. So, once it has been computed we creating a data

frame of threshold value and error values that have been computed.

(Refer Slide Time: 31:29)

=gx

L
W KT (o0 Vew Dot Sesoon B Dk Mone Iook Heip
AR S0 = W= (N EXPTAT - dding - K project o) =
@91 anne ~ (] Environment  History =0
4 @0 seueonsae Q£ L] . Ay 54 [Fsoue - 2 0 oottt - | f e | @
203 Mest=NULL “ 1 @ clohal I nvironment = [
204~ for(i in th) {
205  mod4=neuralnet(mf, algorithm = "rprop+", threshold = 1, stepmax = 30%epoch, pata
206 data=df2train, hidden=c(9), linear.output=T, O0oF 19 obs. of 2 variables ]
207 gD = ) dfL 79 obs. of 8 variabl
208 best-as.integer(which.min(mod4Sresult.matrix(c("error™), 1)) odf b nhs nf varu.\ b:s .
209 moddtest=compute(modd, df2test[,-c(3)], rep = best) 0dfl 19 obs. of 12 varfables [
210 MG=mmetric(df2testSPrice, moddtestSnet.result(,1], c("RMSE")) 0df2 79 obs. of 9 variables (]
211 Mtest=c(Mtest, M6) Odf2test 8 obs. of 9 variables @
;ig ! 0.df2train 71 ohs_of 9 variahles 1
214 Dr=data.frame("threshold" "error"=Mtest); DF Files Plots Packages Help Viewer =0
215 pF[which.min(oFSerror), g
216 plot(th, Mrest, type = "b", I Paon Begote 0 f % pubiish +
217 x1ab = "threshold”, ylab = "validation Error") Y2
()
218
19 ¢ m 0
2151 (oplew) ¢ RSuripl &
Console G/Sesslon 11/ =0
g 0.050 0.22138267305 3
10 0.055 0.23150304949
11 0.060 0.31372049793
12 0.065 0.25780156124
13 0.070 0.23489453983
14 0.075 0.37152989717
15 0.080 0.26484822304
16 0.085 0.09526794311
17 0.090 0.34863020416
18 0.095 0.24200501739
19 0.100 0.14313606297
> r
g Error; 0.004818 Steps: 539

So, you can see here, threshold value 0.01, 0.015 up to 0.1 and you can see the

corresponding validation error that has been computed 0.33, then it drops to 0.17 and it



keeps on dropping. So, there are swings if we look at this particular output. So, let us

find out where the value is minimum? So, you can see 16 that is 0.085.

(Refer Slide Time: 31:55)

LS S
Mo KT (o0 Viw et e Kun D e Lo Kep
Q-2 @3S B adding + K project (None)
0910 annite x [ environment  History =0
Al gn sucosw | Q Z- 8l - g | 59| [Bsouce - 2 H oo i s | (6
204+ for(1 n th) { 1 @ clobal  vironment =
205 mod4=neuralnet(nf, algorithm = "rprop+", threshold = i, stepmax = 30*epoch, 3
206 data=df2train, hidden=c(9), linear.output=T, pata F
207 rep = 20) OoF 19 obs. of 2 variables [
208 best=as.integer (which.min(mod4Sresult.matrix[c("error”), 1)) 0df1 79 obs. of 8 variables @
209  moddtest=compute(modd, df2test[,-c(3)], rep = best) ¢ fab]
210 mé=mmetric(df2testSprice, mod4testinet.result[,1], c("RMSE")) Rl M e, o B ity |
211 Mtest=c(Mtest, M6) 0df2 79 obs. of 9 variables B
gg } Odf2test 8 obs. of 9 variables @
214 or=data.frame("threshold"=th, “error"=mtest); OF Aufreain 1) obsof 9 varishles =
Files Plots Packages Help Viewer =0

215 DF[which.min(DFSerror),]

216 plot(th, Mrest, type = "b",

207 xlab = "threshold", ylab = "validation Error")
218

219 # Best model

2 2o | oot~ | 9] % rubish +
g

20 «
261 (oplevl) ¢

Console G/Sesslon 11/
12 0.065 0.25780156124
13 0.070 0.23489453983
14 0.075 0.37152989717
15 0.080 0.26484822304
16 0.085 0.09526794311
17 0.090 0.34863020416
18 0.095 0.24200501739
19 0.100 0.14313606297
> DF[which.min(DFSerror),]
threshold error
16 0.085 0.09526794311
> !
g Error; 0.004818 Steps: 539

So, when the threshold value is 0.085 the error is minimum. However point of caution
here that the data set that we are using is quite small however, a you know if you do start
an experimentation with this loop you know you run it again then up is still the is still

even after that if threshold value comes around that 0.08, 0.085, 0.09.

So, even after the smaller size, probably this one is the you know best threshold value to
get the best model and once this is identified we can create our plot you can identify the

same thing using this plot. Let us get this plot a error versus threshold value.



(Refer Slide Time:
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32:40)

i

Rl
e bW (0% View B Ao KA Do Motk [0 Hop
?- 2838 8 * nddins - K project o) =
@3 annie x =] Environment History =0
4 @ sweonsie | Q 20 § ARy O Fsoune - 2 5 | Pmporiaet | f T
207 rep = 20) 2 clobal | nvironment =
208 best=as.integer (which.min(mod4Sresult.matrix(c("error"), 1)) A
209 mod4test=compute(mod4, df2test[,-c(3)], rep = best) pata P
210 M6=mmetric(df2testiprice, moddtestinet.result[,1], c("RMSE")) OoF 19 obs. of 2 variables a
;S | Mtest=c(Mtest, M6) 0dfl 79 obs. of 8 variables [
23 0df1b 79 obs. of 12 variables [
214 pF=data.frame("threshold"=th, “"error"-Mtest); DF 0df2 79 obs. of 9 variables [
g}g D;[w?\;h.mm(orierror),‘]Ib” Odf2test 8 obs. of 9 variables @
plot(th, Mtest, type = "b", i . -
217 xlab = "threshold", ylab = "validation Error") dizriain Lol f S-sarishles— A
%ig o o Fies Plots Packages Help Viewer =0
st mode -
220 modS=neuralnet(mf, algorithm = “rprop+", threshold = 0.08, stepmax = 30%epoch, 2 Bz Begots Q) f % rubish +
221 data=df2train, hidden=c(9), linear.output=T,
22 rep = 20)
22300 E
291 (lopleve) ¢ RSuiipl *
Console G/sesclon 11/ =0| 5 N L
14 0.075 0.37152989717 4 I A o ° \
15 0.080 0.26484822304 = / I'sl o \
16 0.085 0.09526794311 o sl 0\ 00 © °
17 0.090 034863020416 @ L J \
18 0.095 0.24200501739 2 5 \/ G0 0
19 0.100 0.14313606297 $ 8 o 5
> OF[which.min(0FSerror),] o T T T T T
threshold error
16 0.085 0.09526794311 002 004 006 008 010
> plot(th, Mtest, type ,
+ xlab = "threshold”, ylab = "validation Error") threshold
>
So, you can see here.
(Refer Slide Time: 32:43)
TPz s <1018X
& project (None) +
5 /\ (| environment  istory =0
5 2 i \ b Souice v T E Pmporvmets e @&
4 A / \ % clobal vironmen =
: / \ \ pata
il e 0o 19 obs. of 2 variables (]
e \ f ¢ \ 0df1 79 obs. of 8 variables ()
2 2| \ /] \ 0dflb 79 obs. of 12 variables [
B \/ \ /, 0df2 79 obs. of 9 variables [
w 0 / Odf2test 8 obs. of 9 variables @
@ 2 0.df2rrain__71 ohs_of 9 variahles L=
® Files Plots Packages Help Viewer =0
5
i o o i oD “epoch, 2 B Begats 01§ % vubish +
Treshol
291 (oplew) RSuipl &
Console G:/seslon 11/ =0|5 J |y
14 0.075 0.37152989717 4 I s 0 o \
15 0.080 0.26484822304 c o / Pl e \
16 0.085 0.09526794311 2 g I o\ 00 © o
17 0.090 0.34863020416 e e | / i
18 0.095 0.24200501739 g = \ %0 °
19 0.100 0.14313606297 Lo o 4
> DF[which.min(oFSerror),] o T T T T T
threshold error
16 0.085 0.00526704311 002 004 006 008 010

> plot(th, Mtest, type =

+
>

yoe = b,
x1ab = “threshold", ylab = "validation rror”)

threshold

So, you can see that validation error because there are many you know you know you
know swings here however, we had a larger test partition. So, these points would have
been is smoothed out and we would have been seeing clear you know minimum point of
minimum validation error just like this plot how because we have just 8 observation the

rest partition. So, the plot is not that smooth. However, still we can identify 0.085 as the

a minimum at the point of minimum validation error.



So, once this is known to us we can again build for our best model. So, as you can see
that typically the best model as per these results is around 0.0885. And so we will stop

here at this point. And in the next lecture we will build our model using this particular

threshold value 0.085.

Thank you.



