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Lecture - 54
Artificial Neural Network-Part 11

Welcome to the course Business Analytics and Data Mining Modeling Using R. So, in
previous lecture we started our discussion on artificial neural network. So, we will
continue that; so till now we have been we have been able to discuss the neural network,
architecture, the background, multi layer feed forward, network and specific details

about computations that are involved in input layer hidden layers and output layer.

Now, what we will do; the this particular process, that is the computations that are
involved in different layers. We will go through some of those things using an example
using exercise in R. So, let us open R studio and the particular example this is a

hypothetical one.
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So, the example that we are going to is about is about a particular cheese combination.
So, in a particular cheese we have these scores fat score and salt score. So, this is
combination of is going to be tested by is has been tested by expert and the they indicate,
whether that particular fat score and salt score combination that particular fat and salt is

combination is going to be accepted or not.



So, we have fat scores for every such experiment and the salt score and whether that was
accepted or not. So, you can see we have just 6 observations. So, 6 observation in each of
these vectors fat score, salt score and acceptance and this can be used to this is a small

example, that we are going to use to understand certain computations that we discussed

in the previous lectures.
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So, let us create first variable fat score, so you can see fat score and the environment
section we can see 6 observations; numeric vector. And then let us compute this salt

score. So, again we can see 6 observations numeric vector and then the acceptance.
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So, you can see salt score the acceptance 6 values 1 0 0 0 1 1. So, corresponding to each
combination of fat and salt we have a value for acceptance, whether that was accepted or

rejected.

Now, the typical example that the a specific example that we are going to follow is going
to be based on this neural network structure. So, input layer will have two nodes, nodes 1
and 2, reason being we have two predictors here fat score and salt score. And hidden
layers will have just one hidden layer with three nodes. So, that is one more than the

number of predictors. So, p plus 1 n nodes in hidden layer.

So, they are going to be denoted by 3, 4 and 5. Then we have output layer of one node.
So, that would be representing, because we have a you know binary variable here
acceptance that is either 1 or 0, so one node for that; so that is denoted by node number

6.

So, if we want to draw the neural network architecture, that we have decided for this

small exercises this one.
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So, node 1 and 2 , so node 1 and 2; so that is the values will come from this particular
this particular predictor as we saw in our R environment, and then we have salt score and
then these, so this is input layer. So, this is input layer now as we have discussed in
previous lecture that input layer nodes all the all the input layer nodes they are going to
provide input values to the next layer that is the first hidden layer. So, we had these

predictors p value of p is 2.

So, typically around the number of predictors that we have; the same number of nodes
we have input layer as we discussed and around the same number we have the number of
nodes in the hidden layer. So, here we have just one hidden layer and the number of
nodes that we are taking are p plus 1, otherwise here in this case three. So, this is no

number 3, 4 and 5.

Now, as we talked about that from each node in the input layer we will have an arrow.
So, this will provide a feed to this node as well as this node as well as this node.
Similarly, from second you know from second node that is corresponding to the second
predictor salt score will be providing feed to all three hidden layer nodes. So, you can see
two arrows, because we had two predictors, two arrows coming to this particular this
particular you know all the nodes of two arrows arriving at connecting to all the nodes in

the hidden layer.

Then as we discussed that will have one node in the output layer. So, this is our output

layer and this is the only hidden layer that we have. So, all the nodes in the hidden layer



are going to be connected to the output layer node the single output layer node that we
have; so, they would be providing feed to the output layer single output layer node that
we have, this is why we have just one node here. So, this is actually corresponding to the
output variable that we have outcome variable, which is; which is binary variable in this
case, which is binary variable in this case; which is acceptance. So, the feeds from all the
hidden layer nodes would be provided, would be forwarded to this single output layer

node. So, this is our typical neural network.

We will also have a bias values on each of the hidden layer nodes and output layer nodes.
So, these are biased value. So, we will also have them. So, each of these nodes, we will
have corresponding weights right. So, we will have these are bias values thetas and we
will have weights for all the connected arrows. So, this is the typical neural network

architecture that we are going to use for this example.

So, let us proceed. So, you can see first step is initialization. So, as you can see here in
the comment that the theta and wij initialization that we have to perform first. So, this
particular character this was actually theta; however, this probably this does not
supported some problem here. So, this is being depicted by some other character, but this
is; what we are talking about is the initialization of bias values that is thetas and weights.

So, that is the typically that is first step.

So, bias values if we look at this particular function that we are using here is the matrix.
So, we will compute a matrix of bias values, the first argument is of course, the data. So,
we are using runif function to generate these random numbers. So, we are generating 4
random numbers, if we look at that we have three nodes in the hidden layer and one node
in the output layer. So, we have 4 values we will have 4 bias values and therefore, I am

generating 4 4 random numbers here.

And you can see the range of these numbers is minus 0.5 to 0.5. So, we will have that
number of column is 1, so that is going to be representing all have all bias values.
Dimension names are are 4, 3, 4, 5, 6, that is corresponding to node numbers 3, 4, 5, 6
for each of these node will have the row number and then we will have the 4 values

corresponding values biased value. So, let us compute this.
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So, you can see here; corresponding to node number 3, 4, 5, 6 which is which are being
represented by row number here 3, 4, 5, 6 we have randomly initialized bias values

which are from which range between minus 0.5 to 0.5.

Now, let us move forward to next step that is weights. So, first weights of arrows, which
are connecting input layer nodes to hidden layer node; the single hidden layer node that
we have. So, again here you would see that we have from we have two input layer nodes

and three hidden layer nodes so; that means, we will have 2 into 3, 6 connecting arrows.

So, therefore, we will have to randomly initialize 6 values 6 of the weights first. So,
again same range 6 values same range and we will have 3 columns 3 columns here
corresponding to three nodes in the hidden layer nodes and we will have two rows

corresponding to two nodes in the; input layer.

So, as you can see in the dimension names you can see first is for row names first
element is for row names; first vector the second vector in this list is for column names.
So, 1 and 2 2 nodes for input layer two and then three nodes in the hidden layer. So, in

this fashion we will generate the randomly initialize the weights.

(Refer Slide Time: 11:17)



=] tedraament  History -

AR V| Sl v T H et I
“| ) el s
odes 1 & 2 ° nata
1,4, 6% bias rum 108, 1] -0.0459 0.0
waightsIn nus [1:2, 1:3] 0.0498 -0
" [ values
13 # 1] and wij intivialization (rande range; 0,004=0,0
14 biassmatrix(rumf(4, -0.05, 0.05), m : acceprance num [1:6] 100011
15 dimnames = 195t(c(1,4,5,6), ¢("t "))); bias Fatscore  mm [1:6] 0.7 0.1 0.2 0.2
16 saltscore mum [1:6] 0.9 0.1 0.4
17 weightsIn=matrin(runif(é, -0.05, 0.05), ncol = 3,
18 dimnames = 19st(c(l,2), ¢(3,4,5))); weightsIn Fis Pobn  Pakage  Melp s =0
19
20 peightsiosmatrix(remif(3, -0.05, 0.05), ncol = 1, s &
1 dimnames = 1isele(3,4,5), c(B))); werghtswo | e o ot e =
2
Z.! :I-- .-..-.l.c.u.: value for first record | por MASS) R Documentaton

i e Ordered LOQiSliC or Probit
+ dimnames = Dist{c(3,4,5,6), <("1."))); bras ] i
y REgI'ESSIOI"I
3 -0.04593521
4 0.02001324
5 0.01181905 Description
§ =0.04053740
» werghtsTHsmatrix(rumf(6, -0.05, 0.05), ncol = 3, Fits & logrstie o probt regression model to an ordered
. dinnames = lise(e(l,2), €(3,4.5))); weightsin facio response. The defaut logaic cate
£l 4 5 [proportional nods logiebe regressan, ofer which the
1 0.04977568 -0.0294866 -0 02160449 Hunchion & nemed
2 -0.0330357% -0.0143802 0.021753%4
> Usage

So, let us compute these values, you can see here in the output. So, row number
correspond to input layer nodes that are 1 and 2, and the column names correspond to
hidden layer nodes that are 3 and node number 3, 4 and 5 and you can see the values

randomly initialized values in the range minus 0.5 to 0.5.

Then, let us move to next step that is initializing weight values that are that are there for
the connections between hidden layer nodes to output layer nodes. So, we have three
nodes in the hidden layer and just single hidden layer that we have; I am just single node
in the output layer. So, we have 3 connecting rows 3 into 1, 3 connecting arrows and
therefore, 3 bits we will have to initialize same you can see in this particular matrix
function; 3 values will be in the same range one column, that is because we have just one

node in the output layer.

So, you can see the dimension names, arrow names are corresponding to the hidden layer
nodes that is 3, 4, 5 and the column name is corresponding to the output layer node that

is 6 here.
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So, let us compute this particular matrix and you can see in the output, that row numbers
3, 4, 5 responding to hidden layer nodes and the column name is 6, that is corresponding
to out single output layer node that we have and these are the randomly initialized

values.

So, once the random initialization has happened for all these w's and thetas, then for a
particular observation we can start certain computations. So, let us look at the first record
that we have. So, first record that we have; you can have a look in the environment
section as well, you can see fat score first value is 0.2 and salt score first value is 0.9. So,

first record we have fat fat score as 0.2 and salt score as 0.9.

So, now, we will do certain computation. So, this is one variable output, where we are
going to come store the output value values. So, any output values that are going to be
processed after applying transfer function, they are going to be stored in this particular

variable. So, let us initialize this (Refer Time: 13:43).

Now, because this is for first observation, k is 1; that is for first observation that is
nothing, but to access the vectors of fat score and salt score, because the first value that
we are taking here. So, let us initial initialize this now the loop; so this in loop runs from
the you know all the all number of bias values and number of bias values and one less
than the number of bias values. So, that is we can see that that, this is specifically for the

hidden layer nodes we have three hidden layer nodes as you can see. So, this how we can



compute this. And now you can see the expression bias that expression that we saw in the

slide. So, let us again have a look at that expression.
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* Open RStudio

* Neural Network training process

— Steps to compute neural network output values are repeated for all
the records in the training partition

— Prediction errors are used for learning after each iteration

* Linear and Logistic regression as special cases

= Aneural network with single output node and no hidden layers would
approximate the linear and logistic regression models
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* Computing output values at nodes of each layer type

- Hidden layer nodes
: BJ and w; are typically initialized to small random values in the range 0.0:0.05
+ Network Updates these values after learning from data during each iteration or
round of training
- Qutput layer nodes

+ Stepsare same as for hidden layer nodes, except the fact that input values are
received from last hidden layer

+ Qutput values produced by nodes are used as
= Predictionsin 3 prediction task

= Scores to be used to classify a record in a classification task

This is we saw in a previous lecture.
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* Computing output values at nodes of each layer type

- Hidden layer nodes
+ Sum of bias value and weighted sum of input values received from previous layer is

computed
bl
0+ Z Wik,
i=1

+ Function g (referred as transfer function) is applied on this sum to produce the
output values
+ Transfer function could be a monotone function, for example:
- Linear function: glx) = bx
- Exponential function: glx) = ¢
- Logisticor sigmoidal function: glx) = 1/1+e™

e T ROQREL

So, you can see this is what we want to compute? We want to compute a weighted value.
So, you can see theta value the bias value plus summation over all the predators values

the weighted average of all the predictors values.

So, we can see that bias value is being accessed, the bias value that we had initialized
here right; starting from first value and then we can see weights then that we have
initialized you can see the bias this one matrix first column first value right weights,
again this was matrix; weights between input layer two hidden layer and you can see the
you know a first row and then the we are going to through the i value is going to be 1. In

the first iteration, so that is first column, then second column.

So, we would see in the output itself, if you go above here and bias values and then the
weights IH; you can see the first column is corresponding to node number 3, second
column is corresponding to node node number 4, and third column is corresponding to
node number 5. So, you can see these column numbers are changing; however, we are

dealing with the you know you know same row.

So, you can see row number 1 and here and for next one row number 2. So, first arrow,
this is going to be the weight and then fat score and then, the second arrow this is the
weight and for the same column and this is going to be computed. So, this expression is
essentially being computed using this particular code and then the output values you can

see the a logistic function here 1 divided by 1 plus exponential of minus x. So, we have



computed the logit value the logistic function and for all the nodes all the hidden layer

nodes, this would be computed. So, let us run this loop.

Now, once this is computed, then we have one more output value to be computed that is
for corresponding to the output layer node. So, let us increase increment the i value
counter, and j also let us initialize this. Now you can see this particular code is for the
output layer node biased value you can see here the bias values this was i we have

already implemented.

So, therefore, the last pass value is going to be used here that is corresponding to the
output layer node; then weight this is between hidden and output layer. So, the
corresponding weight is being accessed from that matrix that we have and then that same
expression the same expression that we have here is being evaluated here. So, let us

compute this.
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Now, again we are using a logistic function to compute the value for the single output

layer node.

(Refer Slide Time: 17:58)



091 ann =] twdranment  Hisiory =

HFE wwiwmbm @ 7 » - S - T H P § i ®

15 cutput=Nu

ALLwpaie e (LG LU Wy

26 k=l sfirst oben .” o
2= for(l i 1:langth(biag)-1) { Fatscora lmm [1:6] 0.20.10.20.2
% xsbias[i, 1] smeightsin(1, 1) *Fatscore (k] sweightstn[2,1) *saltscore (k] ‘
29 output[i]=1/ (1rexp(-x)) 1 1
0} k L
3 isiel cutput rum [1:4] 0.484 0.5 0,507
” §s=l saltscore num [1:6] 0.9 0.1 0.4 0.5
33 x=bias(i,1]sweightswo[l, j] “cutpur [1]+weightsno[2, §] output[2]+ ¥ -0 0327086435695318
1Y waightsro( 3, ) output[3]
35 output[4]=1/(leawp(-x)} Fe Pob  Pakige  Melp Ve =0
1
BI0F Clussify first recerd uting cut 5 & 0
38 felse(ourpur[41:0.5, 1, 00 # pred W4 | i oo Wk epeenn =
39 acceptance[l] # actual ue
) - L R Documentaton
il . s =71 Ordered Logistic or Probit
» utputs=hULL ] f
> kel #firsy sban Regression

» for(1 in 1.length(bias)-1) {
+ x=bias[i,1]sweightsin[l, 1] Fatscorek] smeightsin(2, 1] Saltscore[k]

+ output[1]=1/(1rexp(-x)) Description

'. {...1 Fits alogrssie of probi regression model 1o an ordered
= J=1 fachor resporie. The defaut logasc cane i

> xsbias(1,1]+werghtsHol1, 3] *output (1) sweightanol(2, 1) *output (2]« PROPOMONAI 003 KOQIEHe EQrESSan, Bler whah the:
+ weightswo(3, 3] 'eutput (3] Hunciion is ramad.

» output [4]=1/(1+exp(-x)) i

> Usage

So, now all the values output values have already been computed and; as you can also
see when we computed the output value for the out single output layer node, the input
values were the output of hidden layer you can see output 1 and output 2, output 3. In the
loop you can see that input values were coming from input layer node, fat score here and

salt score here.

These were the two nodes in the input layer and these values were being used. When we
look at the you know output layer node, you can see the input values are coming are
being used as the what output values of hidden layer are being becoming the input values
for the output layer, and output 1 and output 2 and output 3 can be clearly seen here. And
that is how we compute output for the output layer node. And once we have that value;
so let us look at this value output 4; so the value that has been computed comes out to be

0.4918236.
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And, now as we know that the acceptance variable that outcome variable that we have
that is; essentially a binary variable 0 and 1 whether that particular combination was
accepted or not. So, this value; this score can be used you know compared with a cut off
score that is we can take 0.5 as the cut off score and it can be compared to classify this

observation, whenever this is the code that we are using.
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So, if else if this output value is greater than 0.5, then classified to that at row 1; that
means; accepted otherwise 0; so we can compute this value; so this comes out to be 0,
because the value is 0.49 quite close to 0.5, but less than that. So, this has been classified

as 0; however, quite close if you look at the actual value acceptance it was 1.
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So, the value that was computed here is 0.49. So, there is still some it was still not
classified as you know class 1. So, therefore, what we can understand is; more iterations
are to be performed, this neural network that we have this is what this was the first

iteration that we had done.

So, therefore, more iteration have to be performed for us to be able to have the final
model, which will have higher accuracy, higher classification accuracy. So, this was just
first iteration. So, more iteration the network will learn something more from the data
and then probably the performance will improve the actual you know results would start

matching the actual values.

So, let us go back to our discussion. So, as you can see whatever discussion that we had
in previous lecture the computations that we talked about in previous lecture, this
particular expression as well. So, that we now saw how it are going to be performed you

know in R environment R studio environment.

Now, let us now talk about the next important point here, we talked about in previous
lecture that linear and logistic regression can be treated as a special cases of neural
network, how is that how can that happen; so let us discuss. So, let us consider a neural
network with single output node and no hidden layers and that would actually

approximate the linear and logistic regression models right.



So, as we talked about that excavation, that we use the expression that we use for for
weighing the inputs here right; the expression that we used here this theta plus
summation of w and x 1 predictor values, this is quite similar to what we have in linear
regression the beta plus you know beta 0 plus here we have summation beta and x this is

quite similar to what we have in linear regression.

So, therefore, in that sense we can try and approximate we can try an approximate linear
regression as a special case of neural network what we will do we will have 0 hidden
layers. So, let us zero down layer single output node that we already have. So, if the
same diagram we want to convert into a linear regression this is what we can probably

do.

So, if we remove the hidden layer, if we remove the hidden layer the input layer nodes
are going to be directly connected with the output layer node right; directly going to be
connected with the output layer node, and if we are not using; if we are using the transfer
function, so these arrows will also change this will also go. So, these arrows will also

change.
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So, this will become there will be a feed to this from this node and there is going to be a
feed to this. Let us remove some of these things. So, this is what we will have and this is
theta this is going to be. So, they are going to be weights. So, we have two predictors and

one output variable and if you look at; now there is similarity, transfer function if g is



something like this, then the input values that receive the same are going to be

transferred here and therefore, this is what we will have.

So, this will approximate what we talked about this will approximate the linear
regression. So, as we can see in the slide as well if a linear transfer function gx and equal
to bx is used so; that means, the input values that we receive from predictors the same
input values are going to be fed to the output layer node there are no hidden layer nodes,
then the formulation is going to be equivalent to that of a linear linear regressions you

can see these formulations.
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So, this formulation will become equivalent to the formulation that we have in linear
regression. However, the estimation method how do we estimate how you know we
estimate the beta's in linear regression, that is typically done using least square that is
different in case of neural network. Neural network we apply back propagation algorithm

to estimate theta thetas and w.

So, theta and w’s values are estimated using back propagation algorithm neural network;
however, in linear regression these betas are estimated using least square. So, estimation
method is different; otherwise, we can approximate the linear regression using neural
network. So, therefore, we can say that in a way linear regression or a special cases of

neural network.



The similar thing similar conceptualization we can do for logistic regression as well.
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Suppose this transfer function is logistic function, if this transfer function is logistic
function, then you would see that you would see that the neural network with zero
hidden layer nodes zero hidden layers would again approximate the logistic regression
equation. So, you can see as in the slide probability of a particular record belonging to
class 1 and this is you know they are also noise degrees and also we use this logistic

response function and we will have expression like this here.

So, that will; so this will actually approximate this will actually approximate the logistic
regression. So, if the formulation is equivalent to what we have in logistic regression
equation, how well just like linear regression; the estimation method is different there in
logistic regression that is the maximum likelihood method that is typically used in
logistic, and in neural network as I talked about typically back propagation is used. So,
linear and logistic regression they both can be conceptualized as a special cases of neural

network.

Let us move forward; so some more important points with respect to artificial neural

network, so one is normalization.
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Typically, the amount of iterations that are performed in a neural network depending on
the number of observations and the depending on the learning rates and other things that
we will discuss later on. So, depending on that quite you know number of computations
number of computations or computational intensity of a artificial neural network could
be quite high. So, therefore, to boost the performance to get the converging convergence
in neural network and to also get better performance; it is generally recommended that

all the variables should be in the scale of 0, 1.

So, all the predictors; so we would like to have all the predictors in this scale 0 to 1. So,
normalization, so we would be required to perform normalization. So, that all the
variables are in that scale. So, for numeric variables as you can see in the slide the
normalized variable V norm could be computed in this fashion V minus minimum of V
divided by max V minus min V. So, this will give us a normalized variable, which will

have values in this particular range 0 to 1. So, this is for numeric variables.

If we talk about the binary variables the categorical variable with two classes; So,
typically there is not much that we need to do; if we create dummy variables, so they will
anyway have take values set of values is going to be 0 and 1. So, either 0 or 1 values is
going to be taken for all the observations. So, binary variable will work just fine
irrespective of whether they are ordinal or nominal. So, binary variables are going to be

with this range this normalization.



We talked about the nominal variables with greater than two classes, then we can create
m minus 1 dummy variables and because these are dummy variables again they will have
this set of values 0 and 1. So, values good are going to be either 0 or 1. So, that is also

ok.

Now, when we talk about the ordinal variables ordinal variables with m classes, where m
is greater than 2, then we have to think about what can be done. So, typically the values
can be mapped to this particular set of values. So, 0 comma 1 divided by m minus 1, so if
there are m classes; so we are dividing 1 by m minus 1, then 2 divided by m minus 1,

then up to m minus 2 divided by m minus 1 and 1. So, this is to map the values.

So, if there are let us say; if there are 4 classes if we have an ordinal variable with 4
classes. So, we would like to as discussed in slide. So, you would see that, we would like
to have in this fashion the values as mentioned in the slide. Now for four classes that

scenario would be 0, 1 divided by 3; 2 divided by 3 and then 1.

So, these could be the four values for the ordinal classes, now the values that could be
there in the variable, they will have to mapped to these four values right. And we have to
change the variable type as ordinal and have these values. So, the scale will again be 0 to
1, and since this is going to be anyway ordinal variable. So, so the values are also going

to be in this range and it can be used here.

So, these transformations can be performed or are actually recommended for in your
work to achieve either the conversion of the network, conversion of the model or to even
improve the performance. There are few more considerations more discussions point
about artificial neural network, that we will discuss in the next lecture. So, we will stop

here.

Thank you.



