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Dr. Gaurav Dixit
Department of Management Studies
Indian Institute of Technology, Roorkee

Lecture - 50
Logistic Regression - Part V

Welcome to welcome to the course Business Analytics and Data Mining Modeling Using
R. So in previous few lectures we have been discussing Logistic Regression. So let us
start our discussion from the same point where we left in previous lecture. So we were
doing an exercise in R environment and we completed that exercise so that was using
promotional offers; a data set. So what we are going to do in this particular lecture is we
will use another data set and other problem and we will go through the complete analysis

that is required in logistic regression.
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= library(xlss)
Leading required package: rlava
Loading required package: xlsxjars

So the data set that we are going to use for this lectures exercise is on flight details. So
this particular data set we have a used before as well. So let us so this is the data set;
flight details dot xIsx. So, this particular data set have been used before. So let us load

this, import this data set into R environment.
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= Tibrary{xlsx)

Loading required package: rlava

Loading required package: xlsujars

> dfleread x15x(file.choosa(), 1, header = T)

So we have 108 observation 13 variables; however, there are some na rows and na
columns. So let us get rid of them. So let us first remove na columns then na rows and
you would see 107 observation 13 variables. Let us look at the first six observations. So

this particular dataset we had used before when we discuss new base.

(Refer Slide Time: 01:50)

LA Ve T e B (R T I

Q= 2 2l L r aden o K gt ) =
0 o =] iedvanment  Mistory =0
oSt Q /o Ahm | S - £ H Peptieas f e @
158 m-enmu 0, nrow(dfliftl) dHlFIHCM!ul]CIu: nrow(df11fe2)1, Tty = 3) 1 ot senre
159 legend(1500, 100, wnser - 0,005,
160 c("cumulative Per:am'l Loan when sorted using predicted values”, pata
16l “Cumilative Parsonal Loan ul"‘n avarage”) 0dfl 107 obs. of 13 variables [
162 Tey = e(l,2), bey = “n", eax = 0.7, :inmsp 0.3, y.intersp = 0.5) |
163
Li4

165 # Flaghtoetatls.xlsu

166 dfleread.xlsx(f1le.choose(), 1, header = T)

167 dfl=df1(, lapply(is.naldfll, 2, al1})

168  dfledf1[!apply(is.na(dfl), 1, all),]

169 headidf1) Fis o Psckaiges W Vaws =0
170 stridfl)

171 B gl +

112 dfbadfl

173 dflistpsstrptine(Format (dF19sTD, "Wh:GM:58"), "Nhiim:Xs")

174 ¢ L
1781 fhplow) 2 Ruip

Consele CLelon i =0
= dtl= dﬂ.l'lﬂplr{ls maldtl), 1, all).] H
» haad(df1)
Flight. Nusber Flight.carrier bate SAC 570

1 9WTl45  Jat Airways 2017-07-31 Bow 1899-12-30 03:00:
2 Swdll  Jer Airways 2017-07-30 som 1899-12-30 06:30:
3 w7178 Jat Airways 2017-07-31 BoM 1899-12-30 09:50:
4 307 Jer airways 2007-07-31 som 1899-12-30 08:40;
§ G304 2ot Adrways 2007-07-31 sow 1899-12-30 01:40:
& w15 m Arways 2017-07-31 som 1899-12-30 02:55:00

STA ATA DEST Day Flight Status
1 1859-12-30 03; 05 N 1899-12-30 04:35:00 1809-12-30 04;29:00 s 2 antime
2 1899-12-30 06°28:00 1899-12-30 08:15:00 1899-12-30 08:02:00 &Lm 1 anting
T IRG0.17.30 1018 4 1RG6.12.30 1130 A0 1R68.12.30 11 18- A0 me 2 s 1wt

So now again we will understand; so this particular dataset most of the variables that we
have they are factor variable, as you can see in first six observation. We have flight

number, flight carrier, then date, then source and schedule time of departure, then we



have actual time of departure, then we have scheduled time of arrival, then actual time of

arrival, then a destination, then we have day whether it was Sunday or Monday.
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So we had information on just 2 days; data on just 2 days; then flight status and then two
additional variables. So when we use this particular data set in a new base technique, we
did not have these two variables; distance and flight time. So we have added these two

variables distance between the source and destination and also flight time.

So this particular data set, so let us look at the structure and then we will discuss further.
So let us look at this information. So, flight number if we see that the flight number is

something that we are going not going to use in this particular analysis.
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However, flight numbers for each of the you know flights that we have with us right; 97
of them out of 107 observations, some of them must be repeating. So then we have flight
carrier so we have 3 carriers; Air India, Indigo and Jet Airways. So we will discuss them.
Then we have date; so a data flight. We have flights on 2 days that is 30th July 2017 and
31st July 2017.
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However, as we did in (Refer Time: 03:48) we would like we would not like to use this

information and date is not important for our analysis and we will consider them you



know we will not considered date and we look at the time intervals of this specific time
intervals, departure intervals of flights. So the main problem remains same. So this is a
classification problem that we are going to model using logistic regression modeling. So

where we would like to predict the delays of flights right.

(Refer Slide Time: 04:30)

9 - 4 A, [}
0 hagen =] tedranment  History =
] F st @/ » - Ak Sonie T H reprie s § T
160 €("Cumulative Persona] Loan when sorted uiing predicted valves”, | ey s
161 “Cumulative Persomal Loan using average”),
162 Tey = ¢(1,2), bty = "n", cex = 0.7, x.intersp = 0.3, y.intersp = 0.5) oata
163 0dfl 107 obs. of 13 variables

165 # Flightoatails. ¥lsx

166 dfleread. x1sx(file.choose(), 1, header = T
167 dflsdfi[, 'applyi{is.naldfl), 2, al1}]

168 dfl-df1(lapply(is.naldfl], 1, all),]

169 headidfl)

170 stridfl

1 s o Pk Welp  Vews -
1 dfb=dfl

3 dflievbestrpting(Ffornat (dF1570, “wHrwr

74 dfLSATD=strptime (format (df LSATD, "% w:55")
§ dflisvasstrprime(format (df13s7a, "“iW:im:Ys"),
6

B gl +

Conssle ©/iealon ) =0
§ sRC + Factor w/ 3 levels "BOM™,"DEL™,"WAA". 1111111111...

§ s : posTuet, format: “1899-12-30 03:00:00" “1899-12-30 06:30:00°

§ AR + PosIxct, format. "1899-12-30 03.05:00" "1899-12-30 06.28.007 .

§ 5Ta * posixet, format: “1899-12-30 04:35:00" “1899-12-30 0B:15:007

§ ATA . PosIxCt, format. "1899-12-30 04.29.00" "1899-12-30 08.02.00" .

1 DEST + Factor w3 Tevals “BLR” "wrD™ "Dxc: 1110101111

§ pay e 21222222121 ...

§ Flight Status : Factor w/ 2 Tevels “delayed” “ontime™ 2212121111

§ pIsT oorum 842 B4 842 842 B4 842 B42 842 842 842 ...

§ FLTIME + Factor wf 77 levals “0:35:00°,"0:36:00%,..: 23 28 18 32 32 31 30 18

45 47 ...

So other variables we are familiar with a day and flight status, distance, flight time. So
these are the other variables flight time. As you can see this is right now it is Factor, so
this has to be converted into a numeric variable distances flight status is also ok.
However, we would like to change the labels, you can see this is a delayed and ontime.
However, since we are modeling for delayed, so we are trying to predict delays. So
therefore, our reference category has to be ontime and modeling has to be done with
respect to delayed. So we need to change these labels for our outcome variable that is
flight status. So we would like to predict the flight status whether particular flight is
going to be on time or delayed; focus is on delayed. So the ontime is going to be our
reference category. Just like we used to have other techniques other examples, just like
we used to have 1 and 0. So a focus was on always class 1; members belonging to class
1. So we always look to identify build a model which would be classify an observation

into class 1.

So, here in this case as I talked about we need to, we would we require to change the

levels; destination is ok, day this also we would have to change. So day is factor variable,



2 days; Sunday and Monday. So right now this is numeric variable, so we will be
required to change this variable as well. The schedule depar[ture]- you know departure
time actual time of departure and these four information only will a try to derive another

variable using these four information.

So flight status has been derived already been derived using some of these variables and
we will derive another variable that departure time interval using some of these
variables. Other after those derivation after those variable derivation we would not be

using these variables.

Source is appropriately mentioned factor, 3 levels date we would not be using, flight
carrier we would we would be using appropriately mention, flight number again we
would not be using. So let us start some of these transformation. So before we go ahead,
let us take a backup of this particular data set. So we will take a backup and then we

would because as we said, we are not interested in actual dates of those flights.
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So, I will like to change the same because we need to do, we need to use these particular
columns for certain variable derivations. So we would like to change these dates to, so
that it is it comes out to be the same date for all the flights and therefore, various

derivation that we want to perform there are no issues in that.
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So, now you can see

Earlier, it was earlier

now in all these 4 dates, they have the dates has been changed.

it was 1899; so this particular aspect we have already discussed

during new base why 18 under 99 this particular date was coming there. Now this is what

we require before we

observation not much

go for further variable transformation. So with this, so first six

change only these four variables have been changed, dates have

been change as you can see.
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Now, let us first variable transformation that we are going to perform is on departure
time. So, we would like to break departure time in to appropriate intervals. So for
example, let us look at the range now because now actual time of departure now. It is
now you know we have excluded that date information now for all the observation we
are using the same date. So therefore, range can be appropriately captured for our

analysis.
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175 dflisTasstrptime(fornat (dF1SSTA, "NH:0H.05"), "THiiM:Xs") || et et +

176 afiiatasserpuing(forman (af15ata, “Doiais™), “Wimis™)

17 stridfl oata

178 head(df1) 0 dfl 107 obs. of 13 variables

s 0dfb 107 obs. of 13 variables

180 # Ereak departure time into appropriate intervals

181 range(df1iaTD)

182 breaks=seq{strptime("00:00:00", “Xu.XW:%5"), strptime("24:00:00", “Td:MM:15"),

183 by = "6 hours’

154 Tabelgesc( 0-67,"6-127,“12-18","18-24"1

185 pEPT-cut(dflfaTD, breaks - DTOJIKS. right = 7, labels = Tabelsv)

186 Fies  Fioh  Facksges  Fielp  Viewsr =
187 dfl=cbind(df1, pesT

158 B gl +

189 df lipay=as. factor(dflioay)

190 Tevels(df1ipay)

Conitle L beilon | -
5 2017-08-25 02.25.00 2017-08-25 03.20:00 2017-08-25 04.06, [ delayed
§ 2007-08-25 02:52:00 2017-08-25 04:35:00 2017-08-25 04:3, 1L onting
DIST FLTIME

B4 1:24:00

842 1.34:00

847 1:19:00

B42 L4L:00

B42 1:a0:00

B42 1:40:00

> range(dfLIATD)

[1] "2017-08-25 COfE-00 157" "2017-08-25 20:00:00 157"

00
00

o b Pt

So, we have a flights ranging from flights ranging from flights ranging from 12:40 pm to
20 hours right. So, 40:00 hours 40 minutes to 20 hours right; so this is the range. Now we
would like to break this time into appropriate intervals. So as we have done during new
base we can see we would like to break this particular departure time into 4 intervals,

you can see the labels also 0 to 6, 6 to 12, 12 to 18 and 18 to 24.

So, 24 hours time format; you would like to create four categories of that from 0 to 6 and
6 to 12 and 12 to 18, 18 to 12. So for this we would be requiring this particular breaks
variable which would be used in the cut function as you can see in next line of code; this
one that breaks is a breaks this particular variable is going to be used here and it will cut

the different observation in actual time of departure using these breaks.

So let us compute this. So you would see in environment section, we will have breaks a

variable and 5 values are there and let us also create labels.
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180 # Break departure time 1nto Appropriate 1AtervAls | | [T —
181 range (éF19aTD)
182 breakssseq{strprime 00:00:007, “G:Xu:Xs™), strptime("24:00:00", “Nu:dm:Ns"), oata
183 by = "6 hours"} 0dfl 107 obs. of 14 variables
184 Tabalsv=e("0-67,"6-12","12-18", "18-24") dfb 107 obs, of 13 bl
185 oEpTcut(df1iaTo, breaks = breaks, right = F, labwls = Tabalsv) s B pdL
186 values
187 dflscbind(dfl, cerT) breaks PosINCE[1:5], format: "201
188 EFT Factor w/ 4 levels "0-67,"

189 dflioay=as.factor (dF1iDay Tabelsv  che [1:4] "0-6% “6-12° “12. .
190 Tevels(dfiipay)

191 Tavals(df 13pay)=c("Sunday”, "wonday” i Pobn  Packigm  Help Ve
192 dfliFuTiNE=as. diffrinelas. character (df LIFLTINE))

193 & gt ¢

19 stridfl)

195  head(dfl)

16
WY Mo

Consele . e -
> range(df13aTD)

[1] "2017-08-25 00:40:00 157" “2017-08-25 20:00:00 157"

» breaksezeq(strptime("00:00:007, "WHBMNS"), strptime("24:00:007, "NW:XMi%s"),
. by = "6 hours"}

> Tabelsvec("0-6","6-12","12-18", "1§-24")

> DEPTzeut(df15ATD, breaks = breaks, right = £, labels = Tabelsy)

» dfl=cbind(df1, DEPT)

= df150ay=as . factor (df130ay)

> Tevels(df 15ay)

1] 1°

> Tevels(df Lioay)=c("sunday”, "Honday™)
3

So these breaks can be used to create these 4 categories. So, let us execute this. So you
would see that depth this variable has been created with it is a factor with 4 levels right.
So, we get it this particular variable into appropriate formats. Let us append this

particular variable into the data frame. .

Now let us focus on other variables. So we had noticed that day was also you know day
was we wanted to be a factor variable, categorical variable having a Sundays and
Mondays flights on 2 day. However, this was stored as numeric. So let us change it to

factor. Let us look at the level 1 and 2.

So we also would like to change these level names instead of 1 and 2 we would like to
have Sunday and Monday; specifically specified. So we will do that. Once this is done
we will focus on another variable that is flight time. So flight time that information we
had in that time notation as hours colon minutes colon seconds. So, we would like to
change it into a format that could be useful for our analysis. So, we would like to change
them all those that this file flight duration flight time variable into minutes. So all those

values we would like to convert into minutes.

So this is the function that can be used as dot difftime. So because these are you know
time intervals, so their differences between two times. So this particular function as dot

difftime can be used and you would see that we would be able to change it into minutes.



So first you would see that this particular variable has been changed to this. Let us look

at this structure; so if you go to fl time you see that class difftime has been created.
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183 by = "6 hours”) ]| [Ty —
184 Nabelavec(“0-67, "6-12", "12-187, “18-24")
185 DEPT-cut(dF15ATD, breaks « breaks, right = F, labels = Tabelsv) oata
186 0df1 107 obs. of L4 varisbles [
gy dfLscbind(aiLiioeeT} 0dfb 107 obs. of 13 variables
159 df Lioaysas factor (df1i0ay) values
190 levels(df1ipay) breaks posixet(1:5], formar: "201
191 levels(df1ipay)=c("sunday","Monday") DEPT Factor w/ 4 levels "0-67,"
192 df1SruTine=as, diffrinedas, charagter (df15PLTINE) ) Tabelsy  chr [1:4] "0-6" "6-12" "12 -
193
194 seridfl) Wi Foh Pakage  Help  Vews =0
195 peadidfl)
196 B gl +

197 dfblsdfl
198 dfl=dfl[,-c(1,3,5:8)]

(e Lowed) £ Riuipt £
Conith &/ blon 10 =0
§ aT0 i PosIalt, format: “2017-08-25 03:05:00" "2017-08-25 06:28:00° .

§ 5TA + postxlt, formar: “2017-08-25 04:35:00° “7017-08-25 08:15:00°
§ aTA + PosIxlt, format: "2017-08-25 04.29:00" "2017-08-25 0B.02:00" .
§ DEST © Factor w/ 3 levals "B, "W0T, I 1111101111

$ Day : Factor w/ 2 levels "sunday™ "monday™: 2122222211 ...
5 Flight status ¢ Factor w/ 2 Vevals “dalayed” “entims™: 221212111 i

§ pIgT oomum B42 BA2 842 B42 BA2 842 B42 842 842 B42 .

§ FLTIME sclass “diffuime’ avosdc [1:107] 84 94 79 101 101 100 99 79 137 139

= ater(®, "units")= chr "wing™
§ oepT i Factor w/ 4 levels "0-67,"6-12","12-187,..: 12221122122 ...
p

>

So this is now atomic factor and now all these values they are minutes right. So you can
see character mins here this information, so all these values that were there time

intervals. Now they have been converted into minutes.
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WM IAR W TR VR Bed (VR T I W

Q- = T K Poogonk o} *

LT T =1 | imranmeni  Hisory =0

g 7 bmcmben Q F . AR | S - T H Feprac e (O
185 oepTscut(dfLiaTD, breaks bruh rlqht = F; labels = Tabelsv) | s e =
186

187 dflechind(df1, GEPT) oata

183 0df1 107 obs. of L4 variables [
189 dfL5oay-as facror (4f1i0ay) 0dfb 107 gbs. of 13 variakles

190 levels(df diday) 1

191 Tevals(df 130ay)sc ("sunday” , "Nanday") values

102 dF1SFLTINE=as.difftine(as. character (df 1SFLTINE)) breaks  posixee(1.5], format. "201
193 DEPT Factor w/ 4 levels "0-67,"
194 stridfl) labelsv  chr [1:4] "0-6" "6-12" 12 -
195 head(df1)

136 Fley  Fioh Packsges  Help Veewss =0
197 dfbldfl

198 dfl=¢fl[,-c(1,3,5:8)] 8 Ll +

199 str(dfl)

200 head(df1)

201 ¢

W g lowh 8 Rfuipd 2

Coniel [ /esilon 10 =0
3 2017-08-25 10:19.00 2017-08-25 11: BLR Monday L
4 2007-08-25 0B=43:00 2017-08-25 10: BLR Manday
5 2017-08-25 02:25.00 2017-08-15 03: BLR Monday
& 2007-08-25 02:52:00 2017-08-25 04: BLR Manday
Flight.Status DIST  FLTIME DEPT

onting 847 84 ming 0-6

ontime 842 94 mins 6-11

delayed 842 79 ming 6-12

ontime 842 101 mins 6-12

delayed 842 101 ains 0-6

ontine 842 100 mns 0-6

I T

So with this almost we are almost there. So you can see that flight time; now you can see

84 minutes, 94 minutes, 79 minutes. So all the flight time duration have been



appropriately converted. We have created the departure variable, each of the flight has
been correctly labeled as per it is newly created category in departure and so let us focus

on some other transformations; so before that a let us take a backup. .

Now as we have talked about that some of these variables we would not be considering.
So for example, variable 1 that is flight number, then date that is 3 column number 3; we
would not consider, then from column number 5 to 8. So these are the actual dates
scheduled time of departure, actual time of departure, scheduled time of arrival and
actual time of arrival. So these also, these 4 columns also we would not be taking into

model.
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189 dflipay=as, facter(dfLioay

190 Tevels(dFisoay) L

191 Nevals(df1ipay)=e("sunday”, "Monday") 0 dfl 107 obs. of & variablas
::; df 1iFuTiNE=as diffrinaas charactar (df 1SFLTINE)) 0 dfb 107 obs, of 13 varisbles
184 stridfl 0 dfbl 107 abs. of 14 variables
195 head(dfl) values
Ig(z S breaks PosIxce(1:5], format. "201
197 dfbledfl Pl
198 dFLegfil,-c(1,3,5.8)] DEFT Factor w/ 4 levels "0-6",
193 seridfl) He Pk Fecage  Help  Viewsr =0
200 peadidfl)

201 B gt +

202 dfi[samplail:-nrow(dfl), 20, replaca = F

203

04 - r

X1 g lowh 8 Rduigd 2

Comieke © Leilon 1 -

“data.frame': 107 obs. of B variables.

§ Flight.carrier: Factor w/ 3 Tavels “air 1ndfa”, “1ndige”, 333

§ sRC ¢ Factor w/ 3 levels "so™ "DEL™,"sad”: 1

i
1
1
1

311313113
1111111
§ DEST : Factor w3 Tevels “BUR” . "wv0” Iec: 11111111
§ pay : Factor w/ 2 levels "sunday”,"Monday™: 212122121
§ Flight.status @ Factor w/ 2 Tevels “delayed” “entime™: 2212121111
§ oIsT ooum B42 BA2 842 842 BA2 842 B42 B42 842 B2

§ FLTIME «class “difftise’ atomic [1:107) B4 94 79 101 101 100 99 79 137 139

= arer(®, "unita")= che “wing™
§ DEPT : Factor w/ 4 levels "0-67,"6-12","12-187,..: 12221122212 ..

So let us get rid of these variables, these columns. Now so these are the variables that we
are left with and also they are in appropriate format. So we would like to use these
variables in our logistic regression model. So we now we have flight carrier, source,
destination, day, flight status, our outcome variable; however, we need to change the
levels as we talked about; distance and we have flight time, minutes and then we have

this departure interval.

So once this is done and these are first six observations. If we want to take you know any
random sample of 20; so this is sample function can be used in this fashion. So this
particular command will give us 20 randomly selected rows. So we can have a look at

different values for different observations randomly drawn observations.
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192 df1SFLTIME=aS, diffrime(as.character (df 1SFLTIME)) 1 e e o
1%
194 ser(¢f1) L
195 headidfl) D dfl 107 abs. of § variables
196 | 0 dfb 107 obs. of 13 varisbles

197 dfbldfl
198 dfl=dfl[,-c(1,3,5:8)] 0 dfbl 107 obs. of 14 varfables )

199 stridfl) values
0. ead(efD breaks  postace[1:5], formar: 201
1 4 levely "0-67," -
202 dFilsamplell nron(dF1), 20, replace = 5),] mer_facror w/ 4 lewel .67,
203 | e ot Patkage  Melp Vs =0

204 levals(df13F1 ghe . Status)

205 Tavals(dfiirlight status)=c(1,0)

206 head(dfLIF1ight. status)

207 df19rTight. statussrelevel (df15F1ight . status, ref = "07)
208 ¢

X gl +

WAL oplowd) R 5uipd
Comele G/ Lrlon 0/ ="
8l Indigo MAA BLR Manday ontime 260 35 mins 6-12 :
B Indigo Mas  BLR Manday ontime 269 36 ming  0-6

2 Indigo BOM  HYD Manday ontime 617 166 mins  0-6

54 Jer Airways DEL  IxC monday ontime 234 60 mins 6-12

47 A India DEL  HYD Monday ontime 1253 166 mins 6-12

N Indigo BOM HYD Monday ontime 617 150 mins 18-24

7 Jet Airways DEL BLR Sunday delayed 1740 134 mins  0-6

49 indige DEL  HYD Monday ontime 1253 101 mins  0-6

8 Indigo MAA  BLR Manday ontime 269 4 mins 6-12

3l afr India BoM BLR monday delayed 842 110 ming 6-12

80 A India DEL  BLR Monday delayed 1740 177 mins 06
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204 Tevels(df13right. status) para
205 Tlavals(df13F1ight statusi=c(1,0) 0dfl 107 obs. of § variables [
206 head(df LiFTight Status) dfls 107 obs. of 13 variabl
207 df19fTight, status=ralavel (df 15F1ight status, raf = "07) L -k it
208 stridf1iFlight status) 0 dfbl 107 obs. of 14 variables )
209 head(df1F11ght. Status) values
ilU breaks postxce[1:5], formar: "201
11 # export excel file for piver table T K 4 levels "0-6=" -
212 write.xlsn{dfl, "b:/Roorkee/NPTEL/Session 10/F11ghtietailsl.xlsx") ® o nld lals -
213 s Pob Pakage  Melp Ve =0

214 7 partitioningr 90%:10%

215 partidvesample( L arow(dfl), 0 9 nrow(dfl), replace = F)
216 dfltrain=dfl[partids,]

27 dfivestsdfi]-partids,]

B gl +

HIN  (plowd 2 RSuip

Conpele . /Lelon 10

[1] "delayed™ "ontime™

= levals(df15F ight . Status)=e(l,0)

> head(df L§F11ght . 5tatus)

[lloololo

Levels, 10

= dfISF ight statuszrelavel(dfL3FTight Status, ref = "0")
> str(df13F11ght . 5tatus)

Factor w/ 2 lavals "0°°1%: 11212122212
» head(df 1§F11ght . 5tatus)

[llJoololo

Levels, 01

N

Now, let us focus on the outcome variable. So outcome variable, the levels are delayed
and ontime in that particular order. Now we would like to change this into numeric code
because later on the different later on our code would be a much easier to write, if we
have the numeric codes right because we would be creating lift curve and cumulative lift
curve we would be we would require numeric code, so that we can create the cumulative

actual class. So all those things for all those things we would prefer this lavel for

outcome variable to be 1 and 0.



So let us change this. So 1, here as you can see; 1 is corresponding to delayed and O is
corresponding to ontime. Because our task is to predict delayed flights right. So
therefore, one has to be assigned to delayed right. So let us execute this. Let us look at
the first six observation of this outcome variable, flight status; you can see levels have
changed now 1 to 0. However, if you see that ordering is 1 and 0. So 1 would become
reference category and that means the rate would become reference category. So we did
not want that. So we would like to change this. So re level function can be used to
perform this kind of change you can see. In the re level first you need you need to pass
on the factor variable and then the second argument is for the reference. So, we can

select the reference category here, the other things would be appropriately changed.

So, I be execute this code and look at the structure of this particular variable. Now you
can see 0 and 1; in the correct order and 1 representing now delayed and O representing
ontime flights. So now, this particular variable; let us look at first six observations also.
Now this particular variable is in the desired you know state as we want it to be. Now at
this moment if we want certain analysis; descriptive analysis, we can do so as we did in
new base as well. We can once this data is ready for logistic regression model, all the key
variables are there and the data frame; final data frame. Then we can write this particular
file into our disk and then we can apply you know pivot table excel, base pivot tables to

write some summary to for further analysis.

So let us, so I have already created one pivot table. So let us open this. So this was the

data; pivot table this particular exercise we have already done.
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So we have to just select the data and you know get it into appropriate presentable format
and then select all the all the columns, all the rows and then create pivot table using the
insert tab and within that this pivot table option and the pivot table would be ready for us

in this fashion.
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So, I have already selected few of the important variables here, in appropriate filters. So
you can see in row levels I have, in row level I have SRC that is source; then in column

level I have flight carrier those three flight carrier that we have; Air India, Indigo and Jet



Airways and three source we have a that is BOM, DEL and MAA that is Mumbai, Delhi,
Mumbai airport, Delhi airport and Madras airport. And then we have in the values areas

we have account of flight status that means, how many flights are actually delayed.

So how many flights are there; count of flight. So overall, now however, in the report
filter I have flight status and day as you can see here. So these are report filters point. So
flight status you can see I have pre selected one. So this can be changed if we click on
this filter you can see all the flights count of all the flights or delayed flight 1
representing delayed. So therefore delayed flights and 0 representing on time so that can

be done. .

In day also we have a filter. So this is since this is report filter, so we are going to have a
filter for all the variables. So Sunday and Monday you can see here that we can have all
you know all days Sundays and Monday’s together total and then either Sunday or
Monday. So those numbers would be reflected. So we these this particular descriptive

table will change depending on the change in levels of report filter variable.

So let us look at some of these numbers. So as we can see that when we are interested in
finding the count of delayed flights, you can see the flight status is selected as 1 right
here; in the filter flight status is selected as 1. Therefore, the we are interested in
understanding the delayed flights from these descriptive statistics, summery statistics. So
we can see that then off further we have selected Monday. So delayed flights and then
Monday; so these are the numbers. So we can see when the source is Mumbai airport that
is BOM, then we can see total number of delayed flights are 16 and you would see Jet

Airways more number of flights of Jet ways Jet Airways are delayed.



(Refer Slide Time: 19:56)

o e b
" .,
5 L
4
T 3 W ) 2 5 5
' n . . : .
3lbewens  BOM D Bhesey T
) T LW men
WA B Wheiey 1M men
3 lhemen WM D My LW men
6l WM B My 1 o4
Tl demen BN BE ks Lo weel
Bl WM B My 1M Wl
Blbemen BN A Wiy I men
Ww WA Wiy L e e
1
i
1
"
3
3
]
3
¥
)
i
F
B
»
W
i
1
»
®
x T
] 8
» I
u
v eves i n =
3 —EeTE ]

So in this table once you click you will get the specific observations as well right. So
now if we look at, if we look at the second row we see that Delhi. So overall total
number of delayed flights for Mumbai and airport both these airports. So these airports
are too busy airports in our country and you can see number of delayed air fights are
similar number is there. And Madras airport we have just 7 delayed flights; however,
across 3 carriers we see that Jet Airways we have more number of flights; in terms of

number we have known more number of delayed flights.

So, in terms of just the number right; in terms of just the number and this information is
for Monday. So now what we can do is a because with respect to delayed flights, let us
look at the what happens during Sundays. Let us select Sunday and we do; so now you
would see during Sundays we did not have any flight in our data set originating from

Madras airport; so that is gone.
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So that is also one problem in modeling exercise as I have I have talked about in
previous lectures as well; that if some of the combinations are not covered then that
could be a problem when we go about predicting new observation because if that
observation falls into that zone and in our training partition that was not covered; some
of those combinations were not covered in our training partitions then prediction would

not be possible.

So the same thing is reflected here. For example, Sunday we do not have resource
destination MMA Madras. We do not have any flights from that source and if we look at
the number of flights are quite few in comparison to Monday. However, if we look at
again more number of delayed flights or from Mumbai and again more number of
delayed flights are from Jet Airways. So, in terms of numbers total number of flights are
also less and during Sundays and total number of therefore total number of delayed

flights are also less.

So, if we look proportion wise then the that does not seem to be much difference
between Sunday and Monday. So the same thing we should expect when we build our
logistic regression model, the same thing we should be expecting in our results as well;

that there in terms of you know we look proportion wise.

Then there is seem to be any difference in delayed flights, you know whether it is

Sunday or Monday. The similar kind of exercise can also be performed for ontime



flights. So we can go to flight status report filter, we can select 0 and that would
represent the ontime flights. Now we can see the Sunday numbers here and Bombay 3
flights ontime, Delhi 2 flights ontime and the Madras 1 flight ontime. So we did have a

flight on Sunday from Madras, but that was ontime.

So we can change the day filter as well to a Monday to see the difference. So we expect
more number of flights during Monday. So that is the case. So we see that a more
number of flights; 15, 22, 19. However, if we really look at these numbers during
Mondays we see that there are more number of flights, there are more number of flights
from Indigo which seem to be on time. However proportional wise our number of flights
that they are running on Mondays are also more; are also higher, so that could be the

region.

So this kind of analysis we can do using pivot tables and that would give us some
insights when we go into former technique like logistic regression, what we should be
expecting. So this kind of analysis can also help us in grouping as we have been talking
about in previous lecture; grouping some of the categories on this we would be able to
understand that which source destination can be grouped or which days can be grouped
here, we just have 2 days. So therefore, the question would be whether we should
incorporate day at all? If it is, the if does not seem to be a significant predictor for

delayed flights as per the descriptive stats that we saw.

So these kind of decisions can be these kind of insights can be derived from descriptive
stats. So what we will do? We will go back to R environment and we will move to our
next step that is a partitioning. So because this particular data set is quite small; just 107
observations and for training partition you would like to have more number of
observations; so that the model is slightly a more stable, more number of combinations

because we are using a factor in many.

There are you know majority of the predictors that have they are factor they are
categorical. So there you know there are going to be more combinations of values that
you would like to cover in our model. So more observation we would like to have in the

training partition because of this small sample size.

So let us do this partition partitioning; 90 percent for training partition and the remaining

10 percent for testing. You can see our partitions are created; 96 observation in the



training partition and 11 observation, remaining 11 observations in test partition. Now as
we did in previous lecture, the same function glm can be used.Flight status is our
outcome variable, other variables are going to be going to be used as predictors other
things remain same. So let us run this code. You get the model. Let us look at the

summary.
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So if we look at the results of this logistic regression model that we have just created.

We can see the results most of the variables because of this smaller data size, we do not



see much significance. However, we do see three variables to be significant at 90 percent
confidence interval. You can see small dot here that is for 90 percent confidence interval.

So, these three variables seem to be significant; first one is Flight Carrier Indigo.

So, the so the estimate is negative. So this seems to be significant at 90 percent
confidence interval and so therefore what we can understand is with reference to Indigo,
with reference to Air India which is the reference category for flight carrier; Indigo of
flights from Indigo flights from indigo carrier. They seem to be less delayed because

remember this particular modeling exercise with respect to delayed flights.

So therefore, if the coefficient is negative, so therefore we should expect that logit values
are going to be that logit value there is going to be less cost, there is going to be decrease
and therefore there is decrease in probabilities value and therefore there is more chance

for it to be ontime rather than delayed.

So, in this fashion we can interpret. However, the append be interpret these (Refer Time:
27:46) We should also look at first whether the variable is significant. So we have to
check the signal as per our accepted level of confidence interval. We can look at the
significance and once the variables are a significant then we can look at their coefficient

values to understand the level of impact that they have. .

So flight from Indigo they seem to be less delayed or more on time in comparison to Air
India right. The same cannot be said about Jet Airways because this is insignificant
relationship. Now, other very other significant coefficient is source that is from Madras
airport. So it seems that flights which originate from a Madras airport they also seem to

be you know a less delayed right so more on time.

So this is also again at 90 percent confidence interval. Similarly we have another
significant variable that is destination Hyderabad. So this is dummy code for Hyderabad.
So airport, so we can see here also that the flights which arrive at Hyderabad; so where
the destination is Hyderabad. They seem to be less delayed or more ontime with respect
to our reference category. Same is also that Madras airport was also with respect to the

reference category.
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Now other variables we can see they do not seem to be same even. For example, day
Monday; so as we saw in our pivot table that a proportion wise there did not seem to be
much difference on in on flights during Mondays or Sundays. So this also, in the results
also logistic regression model results also this particular variable dummy variable does

not come out to be significant.

So we can see that what we expected from our pivot table exercise, is the same thing is
reflected here in the model. A distance this also is highly insignificant; so distance is not
a the key predictor here. So this can also we so from this we can also understand which
variable can be dropped and another modeling could be done. For example, distance is

highly insignificant. So probably this variable can be dropped.

However, as I have pointed out in earlier lectures also, in data mining modeling our goal
is prediction. So we are not even if a particular predictor is insignificant, but it is of
practical importance in terms of predicting tasks, you know prediction or classification

tasks or other data mining tasks; we would still like to keep it in the model.

However, in this case distance does not seem to be of much practical importance and
highly insignificant. So probably this can be dropped. Flight time we can see that it was
you know quite close to being significant at 90 percent confidence interval. So probably
a flight time is also quite practical in terms of predicting delayed flights. So this we

should anyway keep there and the and the then this next one is departure time interval.



So, with respect to the reference category that is 0 to 6 and these 3 departure interval

they do not seem to be significant.

So probably at the departure time intervals also do not matter with respect to the data set
that we have. So what we can do? We can look at the another modeling approach. So
from this model we can further understand which variables are important; which variable
are insignificant and if they are significant what is the impact that they have and whether
another model with only the important variables can be done. Even if a particular
variable is insignificant as we talked about it can still be kept in the model, if it is it
provides some practical importance. So with this we will stop here and we will continue

our discussion on this particular modeling exercise on flight delays.

Thank you.



