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Lecture - 05
Basic Statistics- Part 11
Welcome to the course business analytics and data mining modelling using R. This is a
4th supplementary lecture on basic statistics. So, in the previous lecture we stopped at;
we stopped our discussion about student’s t test, so let us pick up from there. So, as we
discussed in the previous lecture the most common type of testing that we actual do

hypothesis testing that we actually do is about difference of means.
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So, let us take this example if P1 and P2 are normally distributed with same mean and
variance, then t-statistic follow a t-distribution with nl plus n2 minus 2 degrees of
freedom. So, we talked about this particular formula of t-statistic in the previous lecture
as well. So, you can see t can be computed as difference between x1 bar and x2 bar
divided by pooled sample variance and then multiplied by this factor in the square root; 1
divided by nl plus 1 divided by n2. How the pooled sample variance is computed? Can
also you can also see here, it is kind of a weighted average of sample variances from our
population 1 and population 2, you can see S p square is nl minus 1 is nl minus 1 times

S1 square plus n2 minus 1 times S2 square divided by nl plus n2 minus 2.



Now, as far as t-distribution is concerned; shape of t-distribution is concerned it is quite
similar to normal distribution and as the number of observation; degrees of freedom

these 30 or more, it closely resembles to normal distribution.
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* Student’s t-test
- §,is pooled standard deviation, §, and S, are sample standard
deviation
— Shape of t-distribution s similar to normal distribution and becomes
identical to normal distribution as degrees of freedom reach 30 or
more

- Numerator of t is the difference of the sample means
+ Observed tvalue of 0 indicates the sample results are exactly equal to H,

+ Observed tvalue being far enough from 0 and t-distribution indicating a low
enough probability (<0.05) will lead to rejection of H,
+ t-value falling in corresponding areas in the curve less than 5% of the time

So, both t-distribution and normal distribution they are bell shaped curves. Now, some
specific discussion points on the t-statistic formula; you can see the numerator of t-
statistic is actually the difference of sample means. So, from there you can understand for
our null hypothesis and alternate hypothesis for their testing, if the observed t value is
actually is comes out be 0, then that would actually indicate that sample results exactly

equal to null hypothesis, that means, the means are equal.

Similarly, if the observed t value, that is far enough from 0 and t distribution indicates a
low enough probability let us say less than 0.05, then in that case our null hypothesis HO
would actually be rejected. So, to get a, but better understanding let us look at the normal

curve.



(Refer Slide Time: 03:18)

So, let us say, so for a value, a t value which is far enough from 0 and the probability of
that particular t value falling within this curve is quite low, let us say 0.05 or less, then in
that case null hypothesis would be rejected because our t value is falling in these 2, one
of these 2 areas. So, our t value is not falling within this main area and probability of
falling in this particular area is low which is 0.05, that means, there are more chances

that particular sample results; that particular sample is falling in these 2 smaller regions.

So, therefore, in this case normal in this case, a null hypothesis would actually be
rejected. The same discussion can also help us in understanding the confidence interval
which we will cover later on in this lecture, this is about you might have come across the
words like 95 percent confidence interval, 90 percent confidence interval, 99 percent
confidence interval. So, these words terms you might come across, so in this case though
we have taken this we talked about a small probability and the t-statistics falling in this
particular region, this is corresponding to 95 percent confidence interval. So, there more

discussion on confidence interval we will do later on this, later during this lecture.

So, another way to understand this is the t value falling in the corresponding areas in the
curve is less than 5 percent of the time, so that is another way of understanding this. So,
the low probability that we talked about 0.05, it is generally denoted using alpha and this

also known as significance level of the test.



Now, how do we find out whether a null hypothesis is going to be rejected or not, so we
generally compute this t asterisk value, which is determined in such a way, that
probability of magnitude of observed t value being greater than this t asterisk value is
actually alpha. So, in such a fashion t asterisk is determined for different values of
observed t's and once that t asterisk value is determined, we generally compare it using
the observed t value and if the magnitude of the observed t value is greater than t

asterisk, then a null hypothesis is actually rejected.

You can see t asterisk is determined such that P and probability of absolute t greater than
or equal to t asterisk is alpha which is 0.05, for an example and third point is about that
null hypothesis is rejected, if observed value of t is such that absolute value of t is greater

than or equal to t asterisk.

Now, significance level of statistical test is the probability of rejecting the null
hypothesis for example, in this particular case we assume that alpha is 0.05. So, if null
hypothesis is true and alpha is 0.05, then the observed magnitude of t would actually

exceed t asterisk 5 percent of the time.
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Now, another term that you might have come across is called p-value; p-value is sum of
probability of t being less than or equal to minus absolute of observed t value and
probability of t observed t value being greater than or equal to magnitude of observed t

value. So, summation of these 2 terms; summation of these 2 numbers is actually going



to be p-value. Now, let us open R studio and let us go through 1 example, which is

related to student’s t test.
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74 ttestixl, yl, var equal values )
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B2 adizsasple(c(“anl®, “ap2°, “Woad“), sire = 100, raplace
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Type “contributors()’ for more information and

"eatation()’ on how to cite R or R packages in publications.
Type 'demo()" for some demos, 'help()’ for on-line help, or
“hlp. start()’ fer an WTML browser interface te help

Type "g()" to quit R.

[workspace loaded from C:/users/user/pesktop/mooC January 2018/0r. Gaurav Dixit/Supplem
#ntary Sessions/ moata)

So, let us first create this hypothetical data, so we have these 2 variables x1 and y1. So,
we are going to use R norm command that we discussed in the previous lecture. So, R
norm again we want 20 observation with mean, mean 50 and standard deviation being 5
and y1 this is corresponding to the second population we have, we want 30 observations

here and the mean being 60 and a standard deviation value being again 5.

So, you can see that because of the assumptions that are related to student’s t-test, you
can see we have kept the standard deviation value as same while creating these 2
populations or samples. So, let us compute this, so x1 you would see that x1 has being
created here 20 observations and these values are randomly generated and following
normal distribution. Now, second sample we can let us execute yl and will get the 2nd
sample you can see in the data section, in the environment section you have yl 30
observation in this here and again the values being generated and again following a

normal distribution.

Now, let us come to students t-test. Now, we have this t dot test of function that is
available in R and it could be used to run our students t-test. Now, in this case the t test
function we pass on x1, that is the first sample and the y1 that is being the second sample

and you would see there is another argument called variance var dot equals, this is



related to variance, where as we understand that in this students t-test variance of 2

population are supposed to be equal. So, in this case var dot equal is assigned as true.
So, once you write this particular code we can execute this, so let us do t-test here.
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welch's t-test
t.test(al, yl, var.equal

P ANOVA
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data: al and yl

T = =7 1424, df = 48, p-value = 4.449-09

alternative hypothesis. true difference 1n means 13 not equal to O
95 parcant confidence fnterval:

-14.785136  -8.289612

sample estimaves:

mean of x mean of y

40.05547 60 59204

You would see in the result, it is 2 sample t-test because we are trying to compare the
means of 2 samples x1 and yl1. So, it is 2 sample t-test and you can see the data mention
as x1 and y1, you will also get a t statistic t as minus 7.1424, degree of freedom is also
mentioned as 48 you can see, that number of observation in x1 sample were 20 and
number of observation in y1 sample were 30. So, therefore, addition being 50 and then

we subtracting 2 for parameters for mean. So, therefore, it comes out to be 48.

Now, you can also see a p-value has also being computed and how this computation is
actually done that we have discussed in the slide. Now, you would also see that alternate
hypothesis 2 difference in the result is given there the 2 difference in means is not equal
to 0. So, alternate hypothesis is true and the null hypothesis has being rejected in this
particular case, you would also see that 95 percent confidence interval has also being
mentioned there being between minus 14 to minus 8.289, will have a discussion on

confidence interval as well, later in this particular lecture.

Now, you would see mean of x and mean of y those values also being given there. Now,

if you want to compare our results of students t-test with t-value which is related which



is t-value corresponding to 0.05 significance level, especially for 2 sided hypothesis test
or sample hypothesis test, so we can do this using this particular qt function. So, qt
function can give us this value for example, in this case the significance level is 0.05. So,
this is going to be divided by 2, being because the normal distribution being symmetric.
So, we need to divide because there are going to be 2 regions and this particular value
has to be divided for equally for each region and you would also the degree of freedom
as 48; 20 plus 30 minus 2 and the lower tail is false. So, once you we can find out the t-

value for 0.05, significance level.
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> qt(p=0.05/2, df=20430-2, lower.tail = F)
[1] 2.010633

So, let us execute this code and you would find that t value for this given significance
level of 0.05 and given degrees of freedom 48 in this case, t-value comes out to be 2.01.
Now, if you compare this with the observed t-value that we just saw that is minus 7.1424

it is quite less. So, therefore, the null hypothesis actually rejected.

Let us go back to our discussion. Now, another test that can be performed while you
know while hypothesis testing related to difference of means is Welch's t-test. So, when
do we use Welch's t-test when the population variance are not equal. So, assumption of
equal population variance and that is not reasonable and that cannot met and then
probably we can use Welch's t-test and do our hypothesis testing. So, again formula for t-
statistics for Welch's t-test is given here, so t w is again a difference between 2 samples

x1 bar and x2 bar and divided by, in this case you would see that sample variance S1



square divided by nl plus S2 square sample variance for 2nd sample divided by n2 and

square root has been taken.

So, this is the formula for computing t-statistics. Now, as far as the interpretation is
concerned as we did, as we discussed for students t-test again here also the sample means
are in the numerator, we have sample means difference of sample means. So, again the
same points are applicable, if the value numerator is 0 then probably the null hypothesis
is true and if the there is numerator is far from 0 and for low probability like 0.05 is there
then probably null hypothesis is good actually be rejected. So, from that sense
interpretation of results are going to be same. So, only 1 important difference being that

population variance that cannot be assumed as equal.

Now, another assumption that was applicable in student’s t-test that random samples
would be drawn from normal distributed population that is still applicable. So, again this
t-statistics; Welch's t-statistics also follows t-distribution which is as we discussed is very
similar to normal distribution and becomes almost normal distribution and the degrees of

freedom reach 30 or more.
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Welch’s t-test

— Assumption of random samples drawn from two normal populations
with the same mean is still applicable

- t-distribution
Open RStudio
Confidence Interval

- Provide interval estimate of a population parameter using sample data
- Indicates uncertainty associated with a point estimate
- How close xis to

So, let us do a small example for Welch's t-test, so let us open R studio. So, again we can
use the same data in this for to perform test related to Welch's t-test as well. You can see
the t, t dot as the same function can again be used to perform this particular test. Now,

the only difference being that variance dot equal now in this case would be assigned as



false. So, you can see 3rd argument var dot equal is false and the 2 samples x1 and y1,

we are passing on the same samples and doing the test on the same samples.

So, let us execute this particular line, again you can see here that now the name has
changed to Welch's 2 sample t-test; 2 sample being x1 and y1. So, that you can see, you
can also see the t-statistics that is Welch's t-statistics that comes out to be minus 6.6412
and degree of freedom comes out to be 30.926, degree of freedom computation in

Welch's t-test is slightly different from students t-test.

So, we would not go into detail of that, p-value again the interpretation and meaning
remains same. So, here also you will get a p-value. Now, which again this p-value is also
less than that low probability value that we talked about less than 0.05, alternate
hypothesis 2 difference in means is not equal to 0, again in this case also the null
hypothesis is rejected, you can also see in the results 95 percent confidence interval,
values are mentioned there, so minus 15 and minus 7.99, more discussion on confidence

interval will do in a while in this lecture.

Now, means of these 2 samples; sample estimates is also sample estimates are also given,
mean of x and mean of y are also given. Now, if we go back to the earlier computation
that we performed about that t-value that is corresponding to 0.05 significance level and
the degrees of freedom that computation we can again do and will find out that observed
t-value is less than the corresponding t-value where 0.05 significance level and given
degrees of freedom in this case, that computation can be done and we will find out that
the this particular t is statistics minus 6.6412 is less than that, therefore, null hypothesis

has to be rejected.

So, let us go back and so next discussion point is on confidence interval. So, confidence
interval actually provides an interval estimate of a population parameter using sample
data. So, till now what we are looking for actually the point estimate, but using
confidence interval we can also provide an interval estimate of a population parameter.
Now, this confidence interval in a way also tells about the uncertainty that is associated
with the point estimate. So, point estimate might not be accurate and the confidence

interval in a way is explaining this the uncertainty.

Now, another way of understanding confidence interval is how close x bar is to mu. So,

that is another way of understanding confidence interval because our x bar is actually



computed based on the sample randomly drawn from the normal distributed population.
Now, confidence interval will give us some sense of, will minimize some uncertainty
about the sample estimate that we have and it will tell us and range where this particular
where we can with some confidence we would be able to say that population parameter

is going to lie in that particular range.
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Now, for example, in 95 percent confidence interval estimate for a population mean
straddles the true unknown mean 95 percent of the time. Therefore, what we actually
mean is that if we are computing an interval estimate based on 95 percent confidence
level, then the population mean is 95 percent of the time, the population mean is going to
lie in that range. The same thing can be expressed in this form that mu is going to belong

to this particular range x bar plus minus twice of sigma divided by square root of n.

So, this particular range, this, using this particular formula range can be computed and
the particular population mean will actually straddled by this particular range 95 percent
of the time or any other confidence interval, if it is 99 percent confidence interval we are
talking about then 99 percent of the time it will straddle that range, similarly for 90
percent. Now, at this point we can discuss 2 important resource related to errors type 1
and type 2 errors. So, is this particular classification table that is displayed in this
particular slide, you can see when type 1 error and type 2 error can actually occur. So, for

example, if null hypothesis we look at type 1 error if null hypothesis is rejected, while



null hypothesis is being true, so that is called as type 1 error, while the null hypothesis

actually true, but it has being rejected using our statistical test or hypothesis test.

The type 2 error occurs when the null hypothesis is false, but using our hypothesis test or
statistical test we actually accept null hypothesis. So, these are the 2 situation when type
1 error and type 2 error actually happen, the other 2 are the correct outcome when our
hypothesis test accept null hypothesis and is also true or our hypothesis test rejects null
hypothesis and is also is false. Now, how do we overcome the problems related to type 1
and type 2 errors. So, for type 1 error we can look at the significance level that is denoted

by alpha.
(Refer Slide Time: 22:44)
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So, we can manage this particular error using appropriate significance level. So, we
reduce the alpha, then there is less chance of doing type 1 error. So, therefore, many
times you would see many researcher would prefer 99 percent confidence interval over
95 percent that because they do not want to commit type 1 error. So, therefore, they
reduce the alpha depending on their acceptance level. In some research stream or
research domain even 90 percent confidence interval is accepted, but in that case there is

a risk of committing a type 1 error.

Now, type 2 error; it is generally denoted using beta, this can be generally managed using
appropriate sample size. So, if you keep on increasing your sample size and it there is

some sort of saturation that is reached and then in that case less chance of committing



type 2 error. Now, another point related to hypothesis testing is power of a test. So, what

is a power of a test? So, power of a test is about correctly rejecting null hypothesis.

So, if you go back to the table that we had. So, if you look at null hypothesis is rejected
the second row in that case the only problem when the null hypothesis suit actually we
rejected and it is not is actually the because of the type 2 error. So, you would see that
power of a test is actually computed using 1 minus beta because whenever there is type 2
error, then that reduces the power of a test in terms of correctly rejecting null hypothesis.

Therefore 1 minus beta is called the power of a test.

So, this particular power of a test is also used to determine the sample size because as we
talked about 1 way to manage or handle type 2 error is the selecting appropriate sample
size. So, we want to again compute or find out what would be the appropriate sample

size, then power of a test could be a good indicator.
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Now, next important statistical test is ANOVA. So, till now what we have been talking
about is was mainly about 2 populations. So, what happens about hypothesis testing if
you are dealing with more than 2 population, so in that case ANOVA is used. So, used for
more than 2 populations or groups instead of performing multiple t-test. So, if we have
more than two population, 1 alternative is we perform multiple t-test pairwise t-test for
different grouping. So, that is 1 solution, but this can be cumbersome and the

interpretation could be cognitively very difficult for us and the probability of committing



type 1 error would actually also increase because when you are trying to do multiple t-
test. So, for every pair you have to do interpretation and then it will be influenced by
some other t-test and it will become very difficult for you to cognitively interpret the

results and the, reduce the manage the probability of committing type 1 error.

So, therefore, ANOVA is preferred in case more than 2 populations are involved. So,
another important point related to ANOVA is this is sort of generalization of hypothesis
testing and that used for the difference of 2 group means. So, hypothesis testing that is
used for difference of 2 group’s means it is ANOVA is in a way generalization of that
process. So, if we were to perform multiple t-test for n group, then we have to actually

do n times n minus 1 divided by 2 test to actually make any conclusion.

Now, the typical null hypothesis and alternative hypothesis in ANOVAs case is that in
ANOVA we assume we assume that in null hypothesis all the population means are
equal, which is quite similar to what we do in difference of means, alternate hypothesis

at least 1 pair of the population means is not equal.
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variance

Test whether different population clusters are more tightly grouped or
spread across all the populations

So, again assumption is quite similar each population is normally distributed with same
variance and the testing is mainly about whether different population; different
population clusters whether they are more tightly grouped or spread across the

populations, so this is what we are trying to find out.
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Now, there are 2 important statistics that we compute in ANOVA process, one is between
groups, mean sum of squares that is SB squares. So, this is an estimate of between
groups variance, this is the formula SB square can be computed 1 divided by k minus 1,
when k being the number of groups and then summating over 1 to k and multiplied by n
1, n 1 is the number of observation in ith group and then the difference between mean of
ith group and the mean of all the groups and square of this particular value. So, this is the

formula for SB.

So, this is mainly for between group variance, then another estimate that is required
related to within group mean sum of a square, it is called within group mean sum of a
square and this is an estimate of within group variance. So, we are trying to find out the
homogeneity within a group and it is heterogeneity with respect to other groups. So,
within group variance is computed in this fashion SW it is called sw, SW square is
computed in this fashion 1 divided by n minus k and then summation over different add k
groups 1 to k and the for all the observation from 1 to n i, this is for ith group. So, n 1

multiplied by x i j, difference between x i j and x i1 bar and square of that.
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So, once these 2 computations are done between group mean sum of squares and within
group mean sum of square has being computed, then we compare these 2 statistics if SB
square is greater than SW square, then we can say that some of the population means are

different. So, therefore, null hypothesis would actually be rejected in this case.

So, this is actually done using F-test statistics. So, generally we can use this particular
formula F SB square divided by SW square and then the F-test statistics is actually used
to find out whether the null hypothesis is accepted or rejected. So, let us go through a
small example for ANOVA. So, let us open R studio. So, again in this case we have

created a hypothetical data.
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alternative hypothesis. true difference 1n means 13 not equal to O
95 parcant confidence interval:

-15.080064 -7.993983
sample estimaves:
mean of x mean of y

40.05547 60 59204

So, we are talking about ads. So, these are 3 options AD1, AD2 or NOAD at all and the
purchase that can be associated with these ads. So, we are again for these 3 types of
situation AD1 and AD2 and NOAD, we are trying to create 3 samples randomly again
we are using rnorm function, you can see here. So, let us execute first create this
particular variable ads, you will see a character vector of ads has being created. So, the

sample size is 100.

So, this you can see, then purchase we can compute we want to compute you know, we
want to generate 3 samples you can see 100 first sample, which is corresponding to ad 1
it is about 100 observation and mean is there, 500 standard deviation is there, then for
AD?2 again 100 observation mean is 600 and standard deviation being 8, you can see that
standard deviation is same because that is part of the assumption that variance should be
equal, then the 3rd is NOAD case, there also we have 100 observation mean being 200
and standard deviation again is same as previous 2 samples. So, let us execute this
particular code, so you would see purchase has being created. Now, we can create a data
frame of these 2 variables ads and purchase, so let us do this. So, this is how our first 6
observation of data looks like, so Ads. So, NOAD, NOAD, so these are some of the

records and the corresponding purchase value it is also given.
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8! adszsample(e("anl", "aD2", “woaD"), size = 100, replace =
B3 purchasesifelse(ads=="anl', rnorm(100, sean = 500, sd:80)

ifalse(ads=="an",
rnorm( 100, mean = 200, sd«8071)
df2=data. Frane (ads=as.factor(adi), purchase)
head(df2)
[pummary (df 25ads)
summary (df 2[df2Sads=="a0l",21)
summary (df2[df2iads=="a02",2])
summary (df 2 [df 2 Sads=="soan’ 2]}
M1 (o loat ¢

. m(100, mea
» df 2=data, frame (ads=as . factor (ads), purchase)
= head (df2)
Ads  purchase
1 oA =17 54598
2 NoAD 138.78166
Apl 331 67204
ADZ 61503413
ADL 475.70768
AD] 328.69327

3
4
5
13
>
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L3 rnorm(100, mean = 200, sd-807))
BE  dfledata frame(ads-as factor(ads), purchase)
87 head(df2)
85 summary(df2iads)
B3 summary(df2[df2iads=="a0l" 2]}
90 summary (df 2[df25adse="402",21)
;é summary (df2[df23adss"snoan’ ,2])
93 nod-agv(purchase-ads, data = dfl)
54 summary(mod)
95
96+
am
Comole C-/Ueryuser/Desiton/MO0C lessary TELKDr Gaursy D/ Sapplemantary Seaiany
mon sl
= summary (df2 (df 28ads=="ap1" 2]}
win. 13t qu.  Median Mean Ird Qu My
BT 4500 4858 4934 5303 TS
> susmary (df2(df 28adi=="a00" 2]}
Min. lst qu. median  mean drd Qu.  Max.

4646 5266 690 5996 GI51 EOLB
= summary (df 2 [df 28ads=="NoaD", 2])

win, 15t qu. median  Mean IrdQu. W

%
-17.5% 149.98 189.28 201.07 2%6.53 37TL11

rnorm(100, maan = 600,

Ak N

T

d=80),

A B

Ads=sample(c("anl”, "aD2", “WoaAD"), size = 100, replace = T)

purchasesifelse(adsss’anl’, roorm(100, mean = 300, sdaB0),
vielse(adse='a02", roora(100, sean = 600, sd-80),

* e *

to AD2, similarly for NOAD situation we can see.

| ] ——
Umwdronmind  Hisiory =0
£ H Ferionea s e (@
I e

O dfl 100 obs. of ? variables
0afl 100 obs, of ¢ variables
values

Ads che [1:100) "Nead” “weap"

purchasa num [1:100) =17.5 238.8 13

] num [1:100] 0.185 0.755 -0
e Mot Package  Melp Vi =

B pat +

=0

* Sawilic *
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tevdrgnment  Wistory -
FH Feprae e (8

i T

0df1 100 obs. of ? variables
0df2 100 obs, of I variables
values
ady chr [1:100] “Naap™ “NoaD"
purchase  rwm [1:100) -17.5 238.8 3
x rwm [1:100) 0.165 0.755 -

ey Foir  Fackage el iewsr

B +

;]
0

Now, if you are interested in summary you can see AD1, AD2 and NOAD, how they
have they are distributed 27, 32 and 41, these are the split for 100 observation. Similarly,
if you are interested in statistics related to AD2, specially the purchase part you can see
that mean purchase is 493 and the min and max value are also there, similarly we can do

the same exercise for AD2, we can find out the statistics related to purchase with respect

=



Now, we have this aov, ANOVA aov to perform ANOVA test. So, in this case you can see

first argument is actually a formula. So, in this case purchase is being tested with this

respect to ads and data is again df 2, we have data frame 2, we have just created. So, let

us run this particular thing; now, let us look at the results.
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L] roorm(100, mean = 200, sd=801))

BE  dfledata.frameadssas.factor(ads), purchase)

&7 head(df2)

85 summary(df2iads)

B9 summary(df2[df2iads=="anl" 2])
90 summary (df 2[df25ads=="a02",2])
81  summary(df2[df2iads="soan’ 210

93 mod=aov(purchase-ads, data = df?)
54 summary (mod)

96 sapsdisaaRania

> summary (df2 (df 25a 0".2])

Win, 13t Qu. Median  Mean ird Qu.
=17.55 149.98 189.78 107 15653
» madwagv(purchase-ads, data = dfl)
> summary(mod)

Df Sum 5q Mean 3q F value Pr(sF)
1 3126843 1563421 2133 <de-16 *°
710

Max.
mLu

ads
Resicuals 97 710871

sigmf. codes. 0

* e
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O dfl 100 obs. of ? variables
0afl 100 obs., of I variables
values

Ads chr [1:100) "Noad” “woap"
O mod List of 13

purchase num [1:100] -17.5 234.§ 33

e Pats Paikages  Help  Viewsr I

B et +

You can see in this case F value is there, probability value is there, in this case you would

see that because F value is greater than 1, you can see that null hypothesis is rejected,

you would also see other numbers here sum of a square and mean squares, so those

numbers are here. So, this is how, we can actually perform ANOVA test. So, with

ANOVA, we are able to cover the basic statistics using R for this particular course.

Thank you.



