Business Analytics & Data Mining Modeling Using R
Dr. Gaurav Dixit
Department of Management Studies
Indian Institute of Technology, Roorkee

Lecture - 48
Logistic Regression-Part I11

Welcome to the course Business Analytics and Data Mining Modeling Using R. So, in
previous lectures we have been discussing logistic regression and in previous lecture we

talked about different aspects of interpretation model interpretation in logistic regression.

So, we will discuss further on the same interpretation of results and to will further
discuss the issues that could be there, because of the non-linear; a non-linear function
and three different models that we typically use the logit model the odds model and the
probability model. So, let us start.
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So, in the logit model that we typically use lets write a particular logit model. So, if this
is the model that we have let us say we have a P predictors. So, if we have P predictors

and this is our model; so, how do we interpret results?

So, once we have built the model will have estimate of all these values. So, all the betas
right all the betas. So, these estimates will have. So, these estimates we will have. So,

how do we interpret the results, because a as you know that the logistic regression model



is typically used for the classification tasks and we have already understood that the; our
dependent variable outcome variable is categorical and so, we have already understood

all these issues all right.

So, we look to estimate probabilities values right. So, we look to estimate probabilities
values and for that; we need this particular formulation logit. So, once the model the
estimates have been a computed using these particular estimate we can use the direct
values to compute the corresponding to compute the corresponding probability value as

we saw in the a previous lecture as well right.

So, in the previous lecture as well this particular thing we saw there that the
corresponding using the right value. We can compute the corresponding a probabilities
value, now the interpretation remains slightly tricky. For example, here in this case if
there is a unit increases in this X 1, X 2 these predictors. So, we have you know you

know unit increase a 1 unit 1 unit change in these values.

So, the corresponding change in logic values value would be based on these estimates.
So, beta 1, beta 2 right because simply you can see that beta 1, X 2; and if this was the a
you know previous value and if there is a one unit change in the value of X 1. So, from
this you would see that the corresponding change in logic value is a going to be just beta

1.

So, this is the; so betas they are the additive factor the additive factor that actually
changes. So, irrespective of you know the values of X the actual specific values of X the
change in terms of change, if we look to interpret this in terms of change all depends on
the beta values. So, that is the same thing is mentioned here. So, beta plays the role of an
additive factor. So, if there is if there is a unit change in any of the predictors values the

respect to beta change would be seen in the a logit values right.

So, increase in X would lead to corresponding increase in logic values; if beta is positive
if beta is a negative. So, the direction would change and therefore, any increase in X that
is predator’s values would lead to a corresponding decrease in logic values and in
previous lecture itself; we have understood the relationship between logit and

probabilities values right.



So, we had created this plot wherein we saw the relationship between P and logit values
right. So, from this also we can understand that, if there is some change you know if
there is one unit change in predictors values and beta is positive the logit values will; so
increased. So, therefore, the probability values will logic value will increase. So,
therefore, the probability value will also increase and that could lead to increase in

acceptance of for example, the promotional offer example that we have been using.

So, did this increase in probabilities value will actually increase in the acceptance level
of promotional offer right; however, as you can see from this particular curve you know,
if the corresponding increases you know in this particular zone a you know zone, then
probably the acceptance it might not reach to the acceptance you know a label it might

not be classified as class one right.

This is the zone where the probabilities value significantly starts to change. So, this value
is around 0 as we saw in previous lecture. So, you would see that the values logic value
is close to 0, we see a sudden re a start to see sudden spikes in probabilities values and

then finally, it becomes one right.

So, the interpretation; however, for the interpretation purpose if we are using logit model
right. Logic values to interpret the results if beta is positive the one unit change in X 1, X
2 the predictors value will have the corresponding change in the logit values and
therefore, higher probabilities value and therefore, higher level of acceptance rate for

promotional offer in this for example, that we have been using so, for any value of x.

So, for any value of X the interpretive statements of results they are going to remain
same. So, increases either by this additive factor you know beta 1, beta 2 depending on
the predictor. Now, let us move to the a odds model. So, in odds model the interpretation

would change.
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So, let us look at the odds formulation now; so, if we go back to our odds formulation
right. So, odds formulation if we go back it was e ,and then minus minus of as we can
see in this e and then this is the formulation e to the power beta 0, beta 1, X 1, beta 2, X 2
up to beta P, X P. So, if there are P predictors. So, if there are P predictors this is going to
be the formulation odds model formulation right. And since we have already estimated

these beta Os; so these beta Os have been already estimated right.

So, they can be directly so values of these you know coefficients the estimates can be
directly plugged in into this model as well and we will have the odds model right. So, we
can rearrange this we will have e beta 0, this is going to be like our you know constant a
you know multiplicative factor and then well have e you will have e beta 1 right. And we
can write in this fashion X 1 and then we will have e beta 2, then we can write in this

fashion X 2 and then we will have e beta 3 X 3.

And in this fashion; and finally, we will have e beta P for the Pth predictor and XP. So,
you would see that this particular a model right. You would see for this particular model
for a for a unit change, if we do a unit change in X 1. So, if X 1 becomes; so I know if
we do a unit change X 1 plus 1. So, you would see e beta 1 and a X 1 plus 1. So,
effectively what we get is e beta 1. So, that we get a multiplicative. So, all these are

multiplications right.



So, this particular model is also the multiplicative models. So, what we actually get is
multiplicative factor; e beta. So, for all the predictors X 1, X 2 to XP you know, if there
is one unit change in those predictors values the corresponding change in the odds of
accepting the offer is going to be e to the power beta and this is going to be the

multiplicative factor.

So, that this particular value tends to the odds value will increase by a factor of this. So,
earlier if the odd value was let us say 1.2. So, now, it will have a increase in e beta times
1.2, if all other variables and everything else is kept constant right; say if we look at the

logit model that we discussed right. So, there it was the additive factors right.

. So, in the logit model we had the additive factor and you know if one unit change
would increase the value the corresponding increase in logit values would be by beta
values now it would be. So, this would be plus you know that particular beta now here it
would be you know e beta this would be a multiplication. So, if there is an; if there is a

unit increase in predictor’s value.

So, the a corresponding increase in odds values would be by a multiplicative factor of e
to the power beta. So, increase in X 1; so let us go back to our slide. So, you can see here
that if beta is greater than 0. So, beta is greater than 0. So, increase in X 1 would lead to
increase in odds value right; and if beta is less a than 0 then increase in X 1 will lead to

decrease in odds.

However; as you see that this is an you know exponential formulation. So, you would see
the values will range 0 to infinite. So, the values you know. So, therefore, even though
the a beta values even though even though the beta is less than 0, the values will still
remain greater than 0 for odds right; and a you would also see that a in the logit
formulation that we had a logic formulation was like this in the logit formulation the

values which are which are going to be negative.

So, the beta which are going to be a negative; so they will become a value less than 1
between 0 and 1 and the betas which are going to be positive they will become values
greater than 1. So, for example, if beta 1 was positive and beta do is was you know
negative then this one would be this particular value would be greater than 1 and this
particular value beta 2, 1 negative this would be less than 1; how less than 1; however,

the values you know even this value as well would be greater than 0.



So, the negative a values there in logit model transform into smaller values in this odds
model and positive values in logit model transform into a value greater than 1. In this
particular model and the interpretive statements; so they can be still made with respective
of the predictor value. So, irrespective of the for any value of X unit or one unit change
in that particular value of X will lead to the corresponding increase of a multi by in
multiplicative factor of e beta in the odds value. So, for both logit models and odds

models, this is how we can go about the making interpreting the results.

However, if we look at the probability model right; however, we look at the probability
models. So, the probability model is going to be like this. So, this was the; a probability
model that we can use. So, here in the in this particular expression as you can see this
particular equation this is this is also nothing, but logit right this is logit. So, we can the
same thing as we have seen; before we can write it in this first a particular form and

therefore, it will become logit divided by 1 plus e logit.

So, in this form also we can like; so this was the model. So, from here you can see that if
there is a unit change in X 1; right X 1 it is X 1 plus 1, then the corresponding a change
in the probability value of P is not going to be constant, because the way the expression
is right. So, the expression the a (Refer Time: 16:10) change in X 1 the corresponding
change till P is going to depend on the actual value of X 1 right.

So, X 1 from this you know change in X 1 and the corresponding change in probability
value. Now will depend on the actual value of X 1 as well; however, in other two
formulation we can see a change in a one unit change in X 1 the corresponding change in
logit was beta 1, one unit change in X 1 here the corresponding change in odds values
was e to the power beta 1; however, in this particular case from this particular expression
we can derive that a we can detect that the one unit change in X 1 and the corresponding
change in probability value will depend on the actual value of X 1. So, we cannot

eliminate X 1.

So, therefore, when we talk about the probability model the interpretation of the results
would be for specific observations right. If the interpretation depends on the actual value
of X 1 the change depends on the actual value of action. So, therefore, probabilities
values a can be interpreted should be inter interpreted for specific observations, because

one unit change in X 1 and the corresponding change in probability value will also



depend on the actual value of X as well. So, when we talk about the probability model
we will discuss it in terms of a for with respect to the specific observations and general
interpretation of predictors and their importance can be done either through logit model

or odds model.

So, a there is another important aspect that; we would like to discuss here this is between

odds and odds ratio.
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- Odds is a ratio of two probability values (prob. of class 1/prob. Of Class
0)
~ Odds ratio is ratio of two odds (odds of class m1/odds of class m2)
* Oddsratio > 1 => odds of class m1 are higher than class m2

So, in many domains these two terms are quite frequently used odds and odds ratio;
however, they do not; however, these two terms are not same they are different. So, the
particular term odds model, in this particular case logistic regression model that term that

we have been using.

So, we had also given a what we mean by odd odds, in our case in logistic regression
model it was the ratio of two probabilities value; that is a probability of a object a if
probability of an a belonging to class 1 and probability of belonging to class 0. So, odds
for our logistic regression model, it was probability of belonging to class 1 divided by

probability of a class probability of longing to class 0.

However, another term odds ratio which is also popular in many domains; so which is
slightly different. So, odds ratio is actually ratio of two odds, when we just say odds is it

is the ratio of two probability values and when we say odds ratio it is actually the ratio of



two odds. So, odds of for example, if we if we have a categorical outcome variable or

categorical variable having m classes and there is m 1 class and there is m 2 class.

So, we can a compare we can you know we can compute odds ratio a value for these two
classes. So, it can be computed using ratio of odds of class one to odds of class m 2. So,
odds of class m 1 divided by odds of class m 2. So, odds ratio is the ratio of two odds

values and when we use just the term odds. So, it is ratio of two probabilities values.

In terms of interpretation odds ratio, when we say odds ratio greater than 1. So, for
example, in this particular case odds of class m 1 are high we can say that odds of class
m 1 or higher than odds of class m 2; however, in the in the in the case of just you know
if we are saying odds and odds greater than 1, then we can say a that the probability of
belonging to class 1; or the particular class is greater than the probability of belonging to

class 0 right.

So, the interpretation of the definition of odds and odds ratios this difference we should
be clear about. So, that there is no confusion when it comes to logistic regression model.

So, what we will do?
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We will come back to R studio and the model that we have developed built using all the

predictors.
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So, this was the model mod 1. So, we had used the promotional offers data set and the

promotional offer versus all the predictors. So, this model we had built and summary

results as you can see in the output here.
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So, this is the model that we had built in the previous lecture; so we had already talked

about these a predictors income and spending, and then family size and education HSC.

So these being the significant predictors; and if we look at just the 99.9 percent



confidence interval the family size income and education HSC so, these three are the

significant predictors.

So, we also in the previous lecture we also created these two plots probability versus
odds and probability versus logit and we saw how from the odds model and logit model.
So, using you know a by analyzing these plots we can understand further, how the odds
model and logic a logit model can actually be used to make interpretation about

probabilities values right.

So, a what we will a do now we will a score the training partition the test partition
training and test partition using the model that we have just built. So, if we look at the

test partition. So, in this as we can see the test df test that we had already created.
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We have 2000 observations here. So, the model mod 1 will use the; so we are going to
use the predict function to score of this particular partition. So, a model is mod 1 our
logistic regression model with all the variables and, then this is the partition we are for
the clarity we are not including the outcome variable for scoring the model, then we have

this another argument type.

So, a this particular variable this particular argument indicates a gives us the values the

estimated the logit values.
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So, let us look at the help function, because we need to model gives us the logit values,

then we need to yes compute the probabilities values from those logit values.
So, please look at the we look at the; this particular help section also for predict dot glm.
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So, you can see that in predict we have a type and within type we have these; we can
have these three options link response and terms right. So, as you can see first [ have
used response. So, let us see what these terms are about. So, we then type here; you can

see the type of prediction required.



(Refer Slide Time: 24:19)

W e e mat o P e
0. @ r P \ "
@7 1w o= ieronment  HitGry =0
] F Ssimbor @ # o | - Shan M| S v fH Peprimea s e | (B
3 summaryimodl) . =
i1 o ST
§2 & p=odds/(1eodds) f 5000 obs. of & 1
§3 curvelodds/(leodds), from = 0, to=100, type = "17, xname = “odds”, 8d Gk Gy L
54 alab = “odds”, ylab = “Probability of Success™) g 0dfb 5000 obs. of 9 variables
gz ' n.,-,1-\-;],- t) .|-.-.c..:..:l-.\,- ; . n ; 0 dftest 2000 obs. of 8 variables
curve(expllogit)/(1+eap(logit)), from = <100, to=100, type = "1%,
§7 xname = “logit”, lassl, Odftrain 3000 obs. of 8 variables
58 xlab = "logit”, ylab = “probability of success”) values
59 ] =6. 12907488432568
60 wodvastepredict(modl, dfrest|. -c(3)], type="responsa”) - sosemrasasseisiams
61 modtestispredictimedl, dftest[, -c(3)], types"1ink™) s P Vown _r
62 modtestceifelse(nodtests0.5, 1, 0) ]
63 X2 ; et i
64 table("actual value"=dfrestipromoffer, “Predicted value"-modueste) 1t Wil Mt o £ M | =
65 #classfication accurac

* Ly ams™ Oplon rehams a matn
Ihe fimed vaiies of esch lerm i

¥
66 mean(modtestc-df test iPromoffar)
: thé el formda on e near

@5 (g low R 1

Congele | =0 predicion scoie

Estimate 5td. Error Z value Prix|2|) . The vakue of s arument can be
(1ntercept) -8.237043 2.163081 -3.808 0,00014 4+ abrevated
Incoms 0.063936 000399 17.798 =< 2e-16 '**
spenting 0.092155 0051311 1.796 0.07249 . -4 ”Fm:"“‘““““‘“"""“"“
Ao -0.031516  0.082010 -0.384 0.70076 bl ol
Eaperience 0.035205 0.081662 0.431 066639 tispnsion e dspersion of e GLM il fo be
Family size 0487969  0.085986 5 421 5. 87e-04 '¢ assumed i computing the standard
Educationmse -4.351366  0.338816 -12.843 < 2e-16 4% ermors, If omited, Bl felumid by
EducationPostorad -0, 1L16EL  0.22644% -0.493 0 G218% wumea y Apphed 10 the object is Used
onlinel 0271154 0.191231 -1.418 0,136
B e W Lypee = "o by detautal
signif. codes: 0 *+4+* 0.001 447 0.01 '+ 0.05 . 0.1 ' 1 e ove twhurned A chadacter vector

So, the default is on this scale of linear predictors the alternative responses on the scale
of the response variable right. So, the response variable in our case is logit right, because
we have built logistic regression model. So, probably if we want to get the logit values

will have to give this as an argument.

So, this is on a scale of response wherever thus and then for a default binomial model
default binomial models the default prediction all of log odds and the probabilities on
logit scale. So, you get the probability. So, actually from response we actually get the
probabilities values right. So, if we want to get the probabilities values directly then we

will have to use this response a type right.

And then we have terms option. So, this will return a matrix right this is will return a
matrix is giving the fitted values of each term in the model formula right. So, these are

three options that we have right, and then we have linked as well.
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So, let us use these options and see what the values are there so mod test. So, we look at
the; first 6 values of this particular the these purpose scores. So, you can see for the

training partition observations.
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We can see here the values. So, these are these are the probabilities values right. So, from
these probabilities values these estimated probabilities values, we can then compute the
we can then compute the determine the classification we can do our classification. So,

the next one is mod test I. So, here we are using the type as link.



So, let us a compute this one as well. So, we look at the first 6 values of this one.
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So, from here you would actually see that a this link type actually gives us the logistic
values here the logit values right. So, you can see the values already they are in the
negative side and the earlier output that; we saw a these were probabilities values and the
probabilities values are quite close to 0, and you can also see the corresponding logit
values are negative right. And a as we move forward right, as we move forward you can
see this particular observation the value start you know the; this particular observation
this value is the logit value is positive and a here the probabilities value probability value

is also close to 1.

So, in this fashion we can see the plot a that we had saw earlier. So, that is the same kind
of results we are able to see here, now we just need probabilities values a the mod test
values that; we have just computed to assign the observations to classify observations

into different categories; So, if because this is a two class case.

So, if the default value the default cutoff value could be 0.5 to use the most probability
class method right. So, we can use this for code. So, if else is the function that we can
use an; and if the mod test value is greater than 0.5, then we can a assign that observation

into class 1 and otherwise class 0.



So, this in this fashion will have the classification. So, let us compute this let us look at
the first 6 values of this particular result.
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So, you would see for a different these different observations as indicated in the indices,
in the test partition the classification has been appropriately done you can see a first three
values the probabilities values were also quite close to 0. So, all have been classified as 0
the a this for observation number 10. So, the probability value was close to a one. In this
particular case as indicated in the logit values as well and this particular value has been
this particular observation division has been classified as one class 1 and the others,
because of the smaller probabilities values and negative logit values the classification has

been done to class 0.

So, once the classification is done we can create our classification matrix. So, df test and
promotional offers. So, this will have our actual values and the predicted values as we

have computer just now mod test c.
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So, we will have our classification matrix. So, as you can see in the matrix 1800
observations have been correctly classified as class 0, and then 113 observation have
been correctly classified as class 1, and then we have these 68 and 19 which have been in
a in a in correctly classified. So, we can compute the classification accuracy and error

numbers for the same you can see.
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So, for the logistic model using the particular data set that we have built we get the 95.65

percent classification accuracy right; and the error is point error is 4.35 percent. Now, I



would like to a you know if you are able to recall that; previously we had used the same
data set using classification and regression trees and the performance, that we saw there
was you know for especially for training partitions the kind of performance that we saw

there was around 98 percent.

So, the classification in regression three as we talked about in those lectures that are
typically over fits the data. So, you can see here the performance is 95 and there it was
98 and when we had ruined the classification tree the performance had dropped down to

97, 96 a percentage.

However, if we look at them; So, if we look at this structure model like logistic
regression the performance was performance close to 95.6 and we look at the data driven
model like classification and regression tree the power the performance was you know
something like 97. So, there is 2 percent increase, that we can clearly see in a data driven
models. So, with this we will stop here and we will continue our discussion on logistic

regression in coming lectures.

Thank you.



