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Basic Statistics

* Descriptive Statistics
- Open RStudio
* Hypothesis Testing

- Formulate an assertion and test it using data

+ Comparing populations, e.g., comparing performance of students in exams for two
different class sections

+ Testing the difference of the means from two data samples

- Acommon technique to assess the difference or significance of the
same

Welcome to the course on Business Analytics and Data Mining Modeling using R. This
is our supplementary lecture number two on basic statistics using R. So, Let us start. So,
as we have discussed about three types of analytics, first one being descriptive, then
predictive and then prescriptive. So, we are going to cover the descriptive part, and we

are going to learn some of the basic statistics using R.



(Refer Slide Time: 00:54)
s e

AN Ve T e B IR T T

Q= - - A i v |
0] hsesait ¢ =1 twamamint  Hitory =0
F ofosrmbor @/« . AR ¥ | i v fH Perione s f wae
1 hhrurll‘ xlsx) | el e =
s
1 #sedancar.xls
4 dferead xh-slhh choose(), 1, hnrlw T
§ df:zaf[, lapply(is.na(df), 2, a
& haadidf)
7
84 STATISTIC
9
10 n 1dea about the magnitude and range of data: susmary() funcrier
i1 ovides several descriptive statistics
e Mot Package  Melp Vi .

ptive statistice uiing B functions

abald aras)

Console C:/Uenyuser Deskon MO lansary UKD, Gaura Duat/Sapplementary Se
Risa co]llborahv! project mth many contributars,

Type ‘eontributors()’ for more information and
“eitation()’ on how to cite R or B package: in publications.

Type dema()’ for some demos, 'help()’ for on-line help, or

“halp. stare()’ for an WTML browser interface to help

Type "q()" to quit R,

[workspace loaded from o./users/user/Desktop/MooC January 2018/0r. Gaurav Dixit/Supplem o
entary Sessions/ AData)

5

So, Let us open RStudio. So, as we have done in the previous lecture, we are first we are
required to load this particular library. Why we need this, because we want to load the
data set from we want to import the data set from an excel file. Data set that we want to
import is the same one the Sedan car. So, Let us execute this line. You can see in the data

section this data set has been imported you can see 20 observation and 3 variables.
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Again Let us have a relook at first six rows of this particular data set, you can see annual

income, household area and ownership, the same variables are there. Now, let us start our



descriptive. Now, one of the first function that is popular and used quite often is
summary function. Summary function in R can help you in getting the idea about the
data magnitude and the range of data. Now, it also provides several descriptive statistics
like mean, median and counts. So, we will see in the output. So, Let us execute this
summary df. So, in df, we have three variables - annual income, household area and

ownership.
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We look at the output first start with let us start with annual income. You can see the
values range from minimum value of 4.3 to maximum value of 10.8; mean line some
were between some were at 6.8, and median line somewhere at 6.5. You can also see
other things like first quartile and third quartile this is at 5.75 and 8.15. So, this quartiles

also give you a you know idea about where the majority of the values are lined.

Now, let us look at the second numerical variable that is household area. So, here also
you can see most of the values all the values are going to lie between minimum value of
14 and maximum value of 24. Now, majority of the values are going to lie between first
quartile that is 17 and the third quartile 21, and mean lying at 18.8, and the median at
18.75. Now, these statistics are mainly for numerical variable. Now, for the categorical
variable or the factor variable that we have is ownership. Now, there only the counts are

displayed, some of the statistics related to numerical variable they are not applicable.



Now, Let us move on to other basic statistical methods, first one is core relations, how do
we compute the correlations between two variables. So, again correlation is applicable
between two numerical variable. So, we want to find out how a particular variable is
correlated with another variable, so that can be done using the this functions ur cor
function. So, we can pass on these two arguments annual income and household area and
we can find out the correlation between these two variables. So, the correlation value
comes out to be 0.33 for annual income and household area. So, correlation generally
gives you the idea about the relationship between the variables. So, the correlation value

lies between minus 1 and 1.
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Now, in this case it is plus 0.33 the value, which are closer to 1 or minus 1 signify high
level of high degree of correlation and values closer to 0 signify or indicate a low level of
correlation between variables. More discussion on correlation we will do in coming
lectures. Now, next important-statistics is covariance. Now, covariance we have cov
function in R that is available to us. So, again we can pass onto numerical variables in
this case our example is about annual income and household area. Let us execute this
line. Now, you can see the covariance as being computed between these two variables.
Now, another covariance is again the spread of values. So, how must common spread
must between these two variables is there, the overlap region that is between the these

two variables can actually be indicated by covariance values.



Now, another simple statistics that we can compute using simple R functions, so mean.
So, mean was something that was part of sumv sumv function as well, but if we are
interested in just computing mean of a particular variable that can also be done using this
mean command. So, let us execute this for annual income. You can see the value. You
can values same as what is displayed in summary function. Now, similarly median also
can be computed. We have this function median in R that can be used to compute the

value.

Now, if you are interested in few more statistics, for example, inter quartile range. So,
inter quartile range is the difference between first and third quartiles. As we discussed in
the summary function, we get the statistics related to first quartile and third quartile, this
is another way to get the same information. So, let us execute this line iqr function and

the annual income past in as an argument and you will get the value.
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Now, if you are again in we are just interested in minimum and maximum values, so we
have a direct function call range which can be and we can find out the minimum and
maximum value. So, we do not need to depend on summary function, and we can use
this standalone function which provide the specific estimate. Now, standard deviation
there is this function sd is available in R. So, we can always compute standard deviation

for any variables for annual income it counts out to be 1.7.



Similarly, if you want to compute variance of a particular variable, variance meaning the
spread of values for that particular variable that can be computed using var function in R.
So, you can see. So, summary function as such it covers some important some key
statistics, in one go you can compute for all the variables in your data frame in your data
set or you can if you are interested in one of those statistics, you can use this direct

function and compute the same.
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Now, there are some important function that which are available in R which we might be
required to use sometime, sometimes to transform a particular variable, sometimes do
some specific task which is repetitive in nature. So, there is an already function that is
available in R. So, we can use them. So, one such function is apply. So, in coming
lectures, we will keep learning about many useful functions from R. So, apply function
can be used. If you want to apply a function to a several variables in a data frame, this
particular function can be useful. For example, we want to apply if you want to compute
a standard deviation for all the numerical variables in a data frame that can be done in

one go using this particular function.

So, first argument is again you need to pass on the data frame and the variables on which
you want to apply. So, variables as generally you know recorded in columns, margin
indicates the same thing. So, margin value up to two means that the function is to be

applied column wise. Now, third argument is function f u n - fun. So, in this case, in this



example we want to compute standard deviation values. So, sd is the that function that
we have you know seen before. So, this can be passed on and we can apply. So, if you
execute this line for these two variables, one variable annual income and household area,

you can see the standard deviation value have been computed.

Sometimes you might have to write your own functions which are generally called user
defined function. Some you know pre developed predefined function might not be
available in R, and you might be required to write your own functions. So, here is an
example. So, this is a very simple example, just to give you an idea about how you can
write your own function and use them in your modeling R data preparation and
transformation all those steps. So, this function is about providing the difference between
max and minimum values for all the variables in a data frame. So, first you need to come

up with the name of your function.

So, for example, because we want to compute the difference between max and min
values for all the variables, so our name is mm max for min and the difference. So, mm
diff is the name that I have given. And then you have to use function to define it. And
then you have to mention the argument that would be allowed to pass when this case it is
data frame. And then within this particular function, I have used this built in function
apply this is again it again takes the first argument as data frame and this margin for
column. And within this function again defining in a in a way I am again defining
another function. So, this is user defined function and within apply again I am writing
one more user defined functions. So, function x and max and min X. So, let us execute

this code. So, that this function becomes available for us to use in future.

Now you would see in data section a functions section has being created and you would
see mmdiff as the function name now this can always be called any number of time for
your coding. So, mmdiff let us call this function mmdiff and we have passed these
argument data frame and first and second column. So, let us execute this particular code
you would see that difference between max and minimum values for these two variables
annual income and household area has being computed and you can see here. If you want
to verify whether your user defined function that the function written by you is working

fine or not, you can do so.
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So, let us run a summary command and Let us see whether our user defined function has
provided the correct output or not. So, you can see in the summary, you can see the
difference between max and min value for annual income, this is 10.8 minus 4.3. So, you
can see that it is 6.5 this is correct. Now, next one for household area its max value is 24
and min value is 14, difference being 10. So, you can see that. So, your user defined

function is giving correct output.

Now, let us move onto our next part that is about initial data exploration. So, whatever
basic statistics that we have just discussed sometimes I mean we might require to
understand a bit more for example, whether we can understand if there is any potential
linear relationship between variable, whether we can understand the distribution of data.
So, for that some level of visualization is required. So, now we are going to discuss some
techniques related to visualization. So, these are some of the things that can be that

should be done before starting the formal analysis or formal modeling.

So, one of the most important visual analysis can be done using scatterplot. So, for this, I
am going to generate this hypothetical data. So, again this function R norm this can be
used to generate randomly generate a data which follows normal distribution. So, R norm
and the first argument that I am passing here is 100 that means, I want to generate 100
observation or 100 values. So, Let us generate values for R norm, R x. You would see in

the data section x has been created, and you would see that this numeric vector have



being 100 values and the values have being generated randomly and they are also

following normal distribution.

Now, we can generate another variable y. So, let us generate it like x plus R norm. Again
in this case we are giving a mean specifying mean as zero standard deviation as 0.6. Let
us execute this line and generate y. You can see y another vector has being created having
the same number of observation 100 and the values. Now, if we want we can combine
the these two variables and create a data frame, so that can be done using this hash dot
data frame command. So, these two variables, they will be quartz and data frame would
be created. So, let us execute this line. Now, let us see what the data looks like, so first
six observation you would see that x and y you can see the these data points have been
randomly generated. Let us look at the summary of this data frame. So, this is available

for us.
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Now, scatter plot. So, the plot command is a generic command that is available in R and
can be used to generate many kinds of plots. So, in this particular case, we are trying to
generate a scatter plot. So, in the plot command, we need to specify first argument should
be about the variable which is going to be plotted on x-axis and then the second
argument is about the variable which is going to be plotted on y-axis. And then some
other las is another argument that is available mainly for the visual appeal, you can seek

help to get more information on las. Then the third important argument is about main



which gives you the title of the plot. So, in this case, we have given the title of the plot as

scatterplot of x and y.

Now it is important for you to level the x axis and y axis, because sometimes we are
going to use data frame and the dollar notation, and then that can be taken as the default
name default names for your x-axis and y-axis. So, in this case we have given the name
of x-axis x and name of y-axis as y. Now, you can also specify limits for your x-axis and
y-axis because sometimes your plot area might be smaller, and the it might not look good
because a small portion of your plot is displaying data right. So, therefore, if you are able
to restrict your limits then the plot area would you know your data points would cover

majority of the plot area.
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So, as you can see in the summary command that that we have just run the mean and
max value let us look at the mean and max value, the mean value is minus 2.13 for x, and
the max value is 2.77 for x. So, we can say that all the values will are going to lie you
know lie within the range of minus 3 to 3, therefore we have given x limit as minus 3 to
3. Similarly, for y as well you can see that minimum value is minus 2.79 and the max
value is 3.37, now all these value can lie within this range minus 4 to 4, and therefore we
are given y limit as minus 4 to 4. So, let us plot this. Let us execute this code, and you

would see a plot has being created.
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And you would see all the values and you can also form this plot, all the data points you
can see, a line can be drawn from this point to this point, and it would closely fit the data.
So, there seems to be linear relationship between x and y. So, why this kind of
relationship is visible in this case, this is mainly because the way we have generated x
and y. If you look at the way we have generated x and y, you can see x was randomly
generated and then y was x plus some addition of randomly generated numbers. So, from

there this linear relationship is coming.

Now, let us start our discussion on a hypothesis testing. So, hypothesis testing what
hypothesis testing is about. So, this is one of the very common statistical technique that
is used. So, generally whenever we are trying to formulate whenever we are trying to
formulate a business problem, one part of it is going to be data mining related, analytics
related or statistics related. So, therefore, mainly in when we talk about statistical
modeling generally the first step is formulation of hypothesis. So, in case also we are
going to learn this particular technique. So, generally it is about hypothesis testing is
about comparing populations. For example, comparing performance of a students in
exams for a two different class sections. So, we want to understand how class A students
have performed in their exams, and whether there is significantly different from class B
or is it exactly same. So, these kind of comparison could actually be performed using

hypothesis testing.



So, essentially what we are doing is we are testing the difference of means from two data
samples. So, one could be class A and class B and we can compare the means for these
two data samples. And we can statistically we can find out whether there is difference in
performance or not. So, common technique is that we use is to access the difference or
significance and significance of the same. So, idea as we discussed to generally,

formulate an assertion and be then test it using data.
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* Common assumption in Hypothesis testing

- Nodifference between two samples

— Referred as NULL Hypothesis H,

— Alternative Hypothesis (H,): There is difference between two samples
* Example:

= Hy: Students from class A and B had same performance in the
examinations

- H,: Students from class A performed better than students from class B

O T ROORER

Now, what are some of the common assumption in hypothesis testing. So, generally we
start with that there is no difference between two samples. For example, in example that
we just discussed we can assume that performance of students belonging to class A and
performance of students belonging to class B is similar. So, there is no difference. So,
that is the starting point for us in hypothesis testing. So, this starting point is generally
referred as null hypothesis or it is denoted as H o. So, generally null hypothesis this is

that there is no difference between two samples.

The alternative hypothesis, if we have some region to believe that the performance of
class A is superior to class B or otherwise performance of class B student is superior to
the same of class A, then we can say that using alternate hypothesis, which can be
denoted using H a. So, in this, we state that there is difference between two samples.
Now, we are interested in knowing few more examples of hypothesis, and how we can

formulate our null hypothesis, and the alternate hypothesis. So, here is one more



example. So, this one we already discussed students from class A and B that same
performance in the examination being null hypothesis; and the students from class A

perform better than students from class B is the alternate hypothesis.
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Basic Statistics

* Hypothesis test leads to:
- Either rejection of the null hypothesis in favor of the alternative
- Oracceptance of the null hypothesis

* Examples:

— Hy: New data mining model does not predict better than existing
model

~ H,: New data mining model predicts better than existing model

Some more examples given in this particular slide, for example, new data mining model
whether new data mining model does not predict better than the existing model. So, this
could be null hypothesis. Alternative hypothesis could be new data mining model
predicts better than existing model. So, what is going to happen after we do this
hypothesis testing, so either testing results will lead to rejection of null hypothesis in

favour of the alternative or acceptance of the null hypothesis.
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Basic Statistics
* Examples:
— H,: Regression coefficient is zero, i.e., variable has no impact on
outcome
— H,: Regression coefficient is nonzero, i.e., variable has an impact on
outcome
* Atypical hypothesis test is comparing the means of two
populations

Normal Distribution

- Acommon continuous probability distribution and useful due to
Central limit theorem

Let us look at another example. For example, this one is more related to regression
analysis then we will discuss regression analysis in coming lectures, then this would
seem more important information to you. So, this is important null hypothesis in a
regression analysis case regression coefficient is zero, i.e., variable has no impact on
outcome. The alternative hypothesis could be regression coefficient is nonzero that
means, variable as an impact on outcome. So, the these are some of the examples for
hypothesis formulation, and how we can state our null hypothesis and alternate

hypothesis.

As we discussed before a typical hypothesis test is comparing the means of two
populations. Now, at this point we need to understand another important concept. So,
generally when we talk about statistical modeling and hypothesis testing in particular,
generally this assumption is that the population is normally distributed. So, though the
distribution is not part of this not under the scope of this particular course, but to have an
understanding, normal distribution is a common is a common continuous probability
distribution and useful to central limit theorem. Central limit theorem says that once we
you know average of a particular sample, it tries to it follows approximately the normal

distribution once the number of observation reaches 30 or more.

So, because of this whenever any population, whenever we have gather more than 30

observation, the distribution of the data, it starts following normal distribution. So,



therefore, normal distribution is a commonly occurring property, there is generally we
find in different samples and populations. And therefore, it is easier for us to use this
particular characteristic of distribution and then normal distribution and then use it for

our hypothesis testing.
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* Difference of Means
- Drawing inferences on two populations: P1 and P2
- Compare means: y, and ,
= Hp b=y
= Hiw#w, _
~ Basic approach: compare observed sample means: X; and x,
* Student’s t-test

- Assumptions: Two population distributions (P1 and P2) have equal but
unknown variances

— Two samples of n, and n, observations drawn randomly and
independently from P1 and P2, respectively
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So, generally as we discussed hypothesis testing is about difference of you know means,
so we generally look for look to test difference of means. So, the idea is drawing
inferences on two populations, for example, if the there are two population one is P 1 the
other one is P 2. So, how we can draw inferences from these populations, so that is the
main idea. So, generally this is done by comparing means. So, for example, for

population one and population two mean population is mu 1 and mu 2.

So, therefore, we can state our null hypothesis as mu 1 being equal to mu 2, so that is
null hypothesis that means both populations are same they have same mean, therefore
they are same. And that the second being that mean mu 1 not equal to mu 2 that means,
there is difference between these two population means, therefore between these two
population. So, how do we do it because it is generally a difficult to get information
about whole population. So, generally we take samples, generally we draw random

samples from these populations.

So, our basic approach is to draw random samples randomly generated samples from

these top population and then compare observed sample means. So, we got now mu 1



and mu 2 they are unknown, so we take sample from the population and then we will
compute these observed sample means which can be denoted as x 1 bar and x 2 bar; x 1

bar for the population P 1, and x 2 bar for the population P 2.

And then we can go about doing some hypothesis test. So, two popular hypothesis test
are student’s t-test and Welch t-test. So, we will go one by one. So, Let us first discuss
the student’s t-test. So, some of the basic assumptions that are related to student’s t-test is
about that two populations. So, two population distribution P 1 and P 2. So, we assume
that they have equal variance. So, we do not know the variances of these two population,
but we assume that them to be equal. So, only then student’s t-test can actually be
performed. Now, let us say we have two samples from these two samples of n 1 and n 2
observation respectively from these two populations P 1 and P 2 and they have being
randomly and independently drawn from these two population. So, these are some of the

assumptions related to student’s t-test.
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* Student’s t-test
— IfP1and P2 are normally distributed with same mean and variance

— Then t-statistic follows a t-distribution with ny#n,-2 degrees of
freedom

_ (n-1)8 4(n,-1)S,}
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Now, another assumption is that is mainly about how the t-statistics is actually computed.
So, if we assume that P 1 and P 2 are normally distributed this is generally the case
because of the central limit theorem. So, if P 1 and P 2 are normally distributed with
same mean and variance, then t-statistics follow the t-distribution in this case with n 1
plus n 2 minus 2 degrees of freedom, and this is how it can be computed. So, t-statistics

can be computed as x 1 bar minus x 2 bar and divided by the pooled sample variance,



pool sample standard deviation and then multiplied by this particular factor square root

of 1 divided by n 1 plus 1 divided by n 2.

Now, pooled sample you know variance can be defined in this fashion. So, you can see s
1 square the sample variation from population one sample drawn from population one,
and s 2 square is the variance for sample 2 drawn from population 2. And you can see a
kind of rated average has been taken to compute pooled sample variance. So, this is the
statistics that is computed and this is under the assumption that null hypothesis is true.
So, we need to understand that this has to be correct that P 1 P 2 normally distributed
with same mean and variance. And we are assuming that null hypothesis is true and then

we can go ahead and compute this particular t-statistics.
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¢ Student’s t-test

- §, is pooled standard deviation, §; and S are sample standard
deviation
— Shape of t-distribution is similar to normal distribution and becomes
identical to normal distribution as degrees of freedom reach 30 or
more
- Numerator of t is the difference of the sample means
* Observed tvalue of 0 indicates the sample results are exactly equal to H,
+ Observed tvalue being far enough from 0 and t-distribution indicating a low
enough probability (<0.05) will lead to rejection of Hy
+ tvalue falling in corresponding areas in the curve less than 5% of the time
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So, as we said S p is pooled standard deviation, and S 1 and S 2 are sample standard
deviation. And the S p square being the pooled standard variation, and S 1 square and S 2
square being the sample variance. Now, another point is regarding the shape of t-
distribution. Now, shape of t-distribution is generally similar to normal distribution and it
becomes more so when the degree of freedom reach 30 or more. As we have more and
more observation into our sample then t-distribution becomes more like normal
distribution. So, normal distribution and t-distribution they are also called bell curved

because their shape looks like a bell.



Let us try to understand this particular t-statistics. Let us go back t, it is defined as x 1 bar
minus X 2 bar. Now, x 1 bar and x 2 bar are sample x 1 bar and x 2 bar are observed
sample means. So, if observed t values, so if x 1 bar and x 2 bar are quite close to each
other if the observed sample means are quite close to other, the observed t values also
going to be closer to 0. But it is going to be closer to 0 then the then the sample results
are exactly equal to null hypothesis, therefore null hypothesis is good in that case we
accepted. So, if sample observed means x 1 bar and x 2 bar they are close to each other

or t is close to 0 then the null hypothesis is generally going to be accepted.

Now, let us understand the next point. Now, observed t value, if observed t value is far
enough from 0, so it is far enough from 0, and t-distribution is indicating a low enough
probability for the same then it will lead to a rejection of null hypothesis. So, if the value
t that means, one of the sample one of the observed sample mean is much greater than
the other one therefore a leading to a higher value of t, and the probability is also low on
the lower side and that can actually lead to rejection of null hypothesis. Now, t value
falling in the corresponding areas in the normal curve it should be so this also means it
should be less than 5 percent of the time. So, in that case, this particular null hypothesis
would be rejected. So, we will stop here, and we will continue our discussion on basic

statistics using R in the next part.

Thank you.



