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Lecture — 38
Classification and Regression Trees- Part 111

Welcome to the course, business analytics and data mining modeling using R. So, in the
previous lectures we have been discussing classification and regression trees and
specifically, we were talking about the classification trees, we talked about the recursive
partitioning, we did few exercises, we talked about the impurity matrix as well. So, we

were doing exercise related to that.

So, the sedan car dataset, that we were using and we talked about the first partition, the
hypothetical partition that we created and we also computed the gini index values and
entropy values for the original partition and then after first split right? So, then we also
computed the impurity values, then we also compared whether there is an any reduction

in impurity or not.
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So, let us continue that same exercise and now, we will do second split and then again
further we will move to applying classification and regression tree. So, this was the
particular graphic for scatter plot, for household area versus annual income and this was

the first split we created, and as we discussed you know the upper rectangular and lower



rectangular being symmetric, we computed impurity metric values as well. So, similarly
second split can also be done, the second split can be done at this point. So, you can see
this particular value, 0 and 18.8 at annual income value of 7, and up to this 18.8 of

household area value.

We can com create this separator and again we will have these 2 rectangular partitions,
here now you can see this particular partition is purely homogenous. Because, we have
all the observation that is 2 here belonging to the same class, that is owner. In this
particular partition will have 3 and 3 and 1; 7 observations, belonging to the non-owner

class and just 1 observation belonging to the owner class.

So, the reduction impurity can be clearly seen and here, this has already become
homogeneous. So, in this fashion we can keep on creating partition and that is also to
explain, you the typical process that happens in classification and regression trees. So,

what could be our second partition; third partition.

So, this could be another line, you can see this particular, after this partition will have
another area, with homogeneous area all the observation belonging to the same class and
the this one, will have just one observation belonging to the other class, right? So, in this
fashion we can keep on continue our partitioning process, till we reach or create all the
part, reach the partition which have which are purely homogeneous. So, know you can
see that, any partition that you see, it is pure homogeneous partition the observations

belong to the same class, right?

So, this is now all the observations have been correctly classified. So, the performance of
this particular classifier is going to be 100 percent, all the observations correctly
classified. But of course, there is over fitting that has that has happened. So, how do we
adjust? How do we get rid of this over fitting in our model? This will discuss in coming
lectures. So, let us continue with our exercise of based on sedan car dataset. So, let us
look at the structure of the data frame, that we have. So, this is the sedan car data set, that

we have been using right? Annual income, household, area, ownership.

Now, to apply a classification and classification regression model is specifically
classification model in this case, we need to have this package installed in our R
environment. So, R part is the name of the package for cart procedure. So, we are going

to load this particular library. So, in this particular package, the function that we used for



modelling is R part and there we have a particular argument method. So, in this method,
we have to assign value as class, for classification tree and anova for regression tree, as
since we are doing classification task right now. So, what we will do? As we have been
doing modeling in previous other techniques. So, mod R part our outcome variable, here
is ownership and remaining variables it is going to be built on the other variables, that
are predictor variables 2 of them, annual income household area method is class, because

we want to do with classification data is df.

So, all the observations we are going to absorb in this modeling process. So, this is
mainly for demonstration of you know classification tree. So, we will observe all the
observations in this process, then another argument that we have is control. So, this
control can be used to call another function, R part dot control to set few more

parameters, to understand more about these functions.
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So, first let us type R part in the help section and you would see that, the package name
is R part here, the function is R part and let us look at the some of the arguments here.
So, formula this we have already specified data weights subset and other variables you
can see control is the another one more argument and the parameters parms, that is one
more argument some of these we are going to use. So, let us focus on the control

argument. So, let us scroll down.



(Refer Slide Time: 06:33)

X

(Refer Slide Time: 06:55)

> ende]ta=emsplitl-emorg
> segments(7,0,7,18.8)
> segments(5.8,18.8,5.8,26)
> segments(5.8,19.5,13,19.5)
> segments(0,18.2,7,18.2)
> str(df)
‘data.frame':
§ Annual_Income
§ Household_Area:
$ ownership
> library(rpart)
>

20 obs. of 3 variables:

tnum 4.34.74.95253596.26.56.57.6...

num 20 16 18 15 2115 14 17 18 19 ...
+ Factor w/ 2 levels "non-owner” "owner”: 1111111111

TpaTT..control

avector of non-negative costs, one for
each variable in the model. Defaults to
one for all variables. These are scalings
to be applied when considering splits, so
the improvement on splitting on a
variable is divided by its cost in deciding
which split to choose.

arguments to rpart. control may
also be specified in the callto rpuct

cosl

L fwd
e KW (0% Vew o Seion KA Dews Motk I Hop
Q- =P [ e nddins + K project (None) =
07 9treecitx =[] Environment  History =0
a M osoucosawe | Q Zel 1 . “HRun 5% HSoune v P E ot list+
10w rinal siage
78 segnents(5.8,18.8,5.8,26) el
79 segments(5.8,19.5,13,19.5) emsplitl  0.881290899230693
80 segnents(0,18.2,7,18.2) =
81 ~ emurec 0.881290899230693
8 str(df) entropy  num [1:11] NaN 0.469 0.722..
338 11brary(rpart) gini num [1:11] 0 0.18 0.32 0.4
84 #method="class" for a classification tree ginidelta -0.08
85 #method="anova" for a regression tree ginilrec 0.42
86 3 ginisplitl 0.42
87 mod=rpart(ownership-., method = “class”, data = df,
88 control = rpart.control(cp=0, minsplit = 2, minbucket = 1, Fies | Plots  Packages  Help | Viewer
89 maxcompete = 0, maxsurrogate = 0,
90 xval = 0), e R B4 il
g; parms = Tist(split="gini")) 1L ecursve partitioning and leqression rees +
93 par(mar=c(0,0,0,0), oma=c(0,0,0,0), xpd=NA) o
#10 (1oplevel) & Weript 2 d
Console G:/Sesslon 9/ =l Tl
> emde]ta=emsplitl-emorg “Pant bsel, na.aclion = na.rparl, melhod
> segments(7,0,7,18.8) FALSE, y  TRUK, parms, control, cosr,
> segments(5.8,18.8,5.8,26)
> segments(5.8,19.5,13,19.5) 1
> segments(0,18.2,7,18.2)
> str(dh) 2sponse but no
‘data.frame': 20 obs. of 3 variables: [,lglsa“m"ame
$ Annual_Income : num 4.3 4.7 4.9 5.2 5.35.96.26.56.57.6 ... + model frame (see P
§ Household_Area: num 20 16 18 15 2115 14 17 18 19 ...
$ ownership : Factor w/ 2 levels "non-owner” "owner": 1111111111
> Tibrary(rpart) _| ameinwhichto
> les named in the
[ e
W KT (o0 Vew Dot Seoon B Dk Mone ok Heip
Q.- =1 [+ ndding + K Project tor) =
07 9teesiix =[] | Environment History =0
DI AM suconsn [ @ Z-1 @I - S hun | B9 | B source 2 H gt - list +
10w rinai siage
78 segnents(5.8,18.8,5.8,26) SR
79 segments(5.8,19.5,13,19.5) splitl  0.881290899230693
60 segnents(0,18.2,7,18.2) e o
81 ~  emurec 0.881290899230693
8 str(df) entropy  nhum [1:11] NaN 0.469 0.722..
338 11brany(rpart) gini num [1:11] 0 0.18 0.32 0.4
84 #method="class" for a classification tree ginidelta -0.08
85 #method="anova" for a regression tree ginilrec 0.42
86 ginisplitl 0.42
87 mod=rpart(ownership-., method = “class”, data = df,
88 control = rpart.control(cp=0, minsplit = 2, minbucket = 1, Fies | Plots | Packages  Help | Viewar e
89 maxcompete = 0, maxsurrogate = 0, —
90 xval = 0), K 2] a 1pait
5 [0 = TSl e v ptiioning and i e«
PIVI? Q1T PIVpUIUvIal W UIE uaia
93 par(mar=c(0,0,0,0), oma=c(0,0,0,0), xpd=NA) g couts, the losses defaultto 1, and the
#10 (1oplevel) & weript ¢ spitdefauls 0 g,
Console G/Sesslon 9/ =0 | contgol alist of options that control details of the
o pact algorithm. See

So, this control is essentially a list of option, that control details of R part algorithm. So,
what could be the list of option, that we will have to check from this function R part dot
control, as you can see in the code itself, we are calling R part dot control function and
within this function, we are passing on the arguments. So, let us look at the definition of
R part dot control. So, this is the function. So, various parameters and control aspects of
R part. So, you can see there is one, first argument is minsplit. So, minimum number of

observation that must exist, in a node in order for a split to be attempted.
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So, you can see the default values default values 20; however, we have a specified as 2.
So, even if 2 observations are there, we would like to go for the split. Essentially, we are
trying to simulate the scenario of a full-grown tree. So, for that purpose, we are doing

this. So, minimum split we have a specified the value as 2. So, there are 2 observation

you would like to split to be attempted.
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Now, the next argument is minbucket. So, here you can see minimum number of

observation, in any terminal node. So, here you can see minbucket, we have specified 1



alright. So, minimum num observation could be 1, as per our specification, the default
value is this based on this computation round off minsplit divided by 3. So, minsplit
value it would be divided by 3 and then round would be taken. So, that is the minbucket
value default min minbucket value. But as we said we want to simulate the full-grown

tree process. So, therefore, min bucket has also be kept at a very low value of 1.
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Max complete number of competitor splits, retained in the output. So, this is 0 because
we are not interested in other competitor splits, we are just interested in the best the
optimal split, you know combination predictor value combination. So, that this has been
specified as 0, you can see maxsurrogate, the surrogate is split, this also we are not
interested. So, this has also been specified at 0 in the code then you would see x val so,

this is number of cross validation.
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So, what happens in the R part function, some of the observations that are used for the
building process, they are use they are reserved for the cross-validation purpose as well;
however, we would not like to perform cross validation, rather we would like to go
through we would like to use the validation partition later on, in another example that we
will see. So, at this point because we are using all the observations, here of the data and
we do not want to do cross validation. So, cross validation is very similar to what we do,
as using validation partition, but here in this case the observations from the training

partition itself, are going to be used to perform the validation exercise.

So, you can see after having understood some of these parameters, let us start again, let
us also discuss one more on the parms parameter, which is there in the should be there in

the previous page the R part page. So, let us go back.
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segments(5.8,18.8,5.8,26)
segments(5.8,19.5,13,19.5)
segments(0,18.2,7,18.2)
str(df)

>
>
>
>
>

‘data.frame’:
§ Annual_Income

20 obs. of 3 variables:

§ Household_Area: num 20 16 18 15 2115 14 17 18 19 ...

$ ownership

> library(rpart)
>

tnum 4.34.74.95253596.26.56.57.6...

# Souee *

el

)

ipt &

=0

+ Factor w/ 2 levels "non-owner” "owner”: 1111111111

=By

K project (Norc) =

Environment  History at
tH

) clobal  nvironment =

Pimport atacet + f e &

0.881290899230693
0.881290899230693

entropy  nhum [1:11] NaN 0.469 0.722..
gini num [1:11] 0 0.18 0.32 0.4
ginidelta -0.08

ginilrec 0.42

ginisplitl 0.42

emsplitl
emurec
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parms optionaflparameters for the splitting
function

Anova splitting has no parameters.
Poisson spltting has a single parameter,
the coefficient of variation of the prior
distribution on the rates. The default
value s 1

Exponential spiting has the same
parameter as Poisson

For classification spitting, the list can
contain any of. the vector of prior
probabilties (component yiuz), the
loss matrix (component 1) or the:
spliting index (component zp151). The
priors must be positive and sumto 1

Tha Innn matriv muat haus saras an tha

So, parms this is optional parameters for the splitting function. So, you can see what we
have done is, we have selected this split argument. So, split argument is actually the this
is the this split argument. So, what it does is splitting index can be gini or information.
So, in this case we have a though by default is gini only, but we have clearly specified
gini. So, that we understand how we can use this function or part, and is specify the

required splitting index. So, in this case, the split is the argument within the parms you

know argument, within that list we can specify it right? Gini.
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BU SegNents(U,i8.Z,/,48.4)
81
82 str(df)
83 Tibrary(rpart)
84 #method="class" for a classification tree
85 #method="anova" for a regression tree
86
87 mod=rpart(ownership~., method = "class", data = df,
88 control = rpart.control(cp=0, minsplit - 2, minbucket = 1,
89 maxcompete = 0, maxsurrogate = 0,
90 xval = 0),
91 parms = list(split="gini"))
92
93 par(mar=c(0,0,0,0), oma=c(0,0,0,0), xpd=Na)
94
95 plot(mod, uniform=T, branch = 0.3, compress = T,
% margin = 0.1, nspace=1)
911 (ioplevel) ¢
Console G/Sesslon 9/
> str(df)
‘data frame': 20 obs. of 3 variables:

§ Annual_Income :
§ Household_Area:
§ ownership

num 20 16 18 15 21 15 14 17 18 19 ..
+ Factor w/ 2 levels

> library(rpart)

> mod=rpart(ownership~., method = "class", data = df,

control = rpart.control(cp=0, minsplit = 2, minbucket = 1,
maxcompete = 0, maxsurrogate = 0,

+

T

xval = 0),
parms = list(split="gini"))

num 4.3 4.7 4.95.25.35.96.26.56.57.6 ...

"non-owner",“owner"’. LI T T

=0

T

LT

Environment  History ]

@8

) clobal  nvironment =

Pimport iataset | e &

gimlrec 0.42
gimsplitl 0.42

giniurec  0.42
giorg 0.5
1 11
O mod List of 14
28 num [1:11] 0 0.1 0.2 0.3 0.
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Exponential spitting has the same
parameter as Poisson.

For classification spiting, the list can
contain any o the vector of prior
probabiliies (component o1 o), the

loss matrix (component Lozz) of the
splitting index (component <11 +.). The
priors must be positive and sum o 1.

The loss matrix must have zefos onthe
diagonal and positive off-diagonal
elements. The spitting index can be
gini OF inlormal ion. The defautt
priors are proportional o the data
counts, the losses defaultto 1, and the
spit defautts to qini.
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So, once we have understood the arguments and the function let us execute this code.
You can see mod has been model as being built, now let us look at the tree, that we have
constructed. So, let us first set some of these parameters for graphics margin 0, outer
margin 0 and then xpd value as NA, we would like to use the whole device region, more
information on xpd you can keep on following the parameter functions and other related

function, to find out more about xpd argument here.
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0 Ytreesit x =1 Environment  History =0
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30 -
87 mod=rpart(ownership~., method = "class", data = df, ],lfmm.“."fm.'?"m.'.'..
88 control = rpart.control (cp=0, minsplit = 2, minbucket = 1, ginilrec 0.42
gz Zz;TOTPET = 0, maxsurrogate = 0, | ginisplitl 0.42
91 parms = list(split="gini")) ; giniurec  0.42
) giorg 0.5
93 par(mar=c(0,0,0,0), oma=¢(0,0,0,0), xpd=NA) 1 11
94 O mod List of 14 i
95 plot(mod, uniform=T, branch = 0.3, compress = T, Pl num [1:11] 0 0.1 0.2 0.3 0. -
96 margin = 0.1, nspace=1)
g; rext(mod.osg;its =T, use.n = T, all = F, minlength = 0, Files Plots Packages Help Viewer at
cex=0.

99 ibrary(rpart.plot) » 2 2um Hegon - QL 4~
100 prp(mod, type = 1, extra = 1, under = T, varlen = 0, cex = 0.7,
101 compress = T, Margin = 0, digits = 0, Annual_Ingome< 5.95
102 split.cex = 0.8, under.cex = 0.8)

91 (loplevel) Rcript &

Console G:/Session 9/ e Househol Area< 19.5

> Tabrary(rpart) g

> mod=rpart(ownership~., method = “class", data = df,

+ control = rpart.control(cp=0, minsplit = 2, minbucket = 1,
maxcompete = 0, maxsurrogate = 0,
xval = 0),

Annual_Incorie< 8.05

I

parms = list(split="gini"))
> par(mar=c(0,0,0,0), oma=c(0,0,0,0), xpd=NA)
» plot(mod, uniform=T, branch = 0.3, compress = T,

Annual_Incpfne>=6.1

+ margin = 0.1, nspace=1)

> text(mod, splits = T, use.n = T, all = F, minlength = 0,

+ cex=0.8) non-gwne owner
> s w 7]

So, let us execute this, now let us plot. So, plot is we would like to plot the tree, that we
have just built. So, this is the tree and now we will have to add the information, this we
can do using text command. So, in the text command using again the mod function and

other arguments, we can fill this with more details.
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Annual_Income< 5.95

991 (loplevel) ¢ Wseript ¢
Console G:/Sesslon 9/ - Household, Area< 195
> Tbrary(rpart)
> mod=rpart(ownership~., method = "class”, data = df,
+ control = rpart.control(cp=0, minsplit = 2, minbucket = 1,
maxcompete = 0, maxsurrogate = 0, owner
xval = 0),
parms = list(split="gini"))
par(mar=c(0,0,0,0), oma=c(0,0,0,0), xpd=NA) Annual_Incpfne>=6.1
> plot(mod, uniform=T, branch = 0.3, compress = T,
+ margin = 0.1, nspace=1)
> text(mod, splits = T, use.n = T, all = F, minlength = 0,
+ cex=0.8) non-dwne ownér
> 40 (Vi]

So, this is our tree. So, you can see annual income is the first predictor, that has been
selected and the specific value that has been selected is 5.95. So, the predator value
combination is annual income and the value of 5.95. So, here if this value is less than
5.95, will go to the left tree and which will also, we classified as non-owner right? That
is the terminal node here and immediately, we will get terminal node in the left branch,
in the right branch if the value is value is not less than 5.95. So, we will go to the right
subtree and there again, we will have to find out another split another predator value
combination. So, this comes out to be household area this time 19.5 and then again if we
two partition. So, right partition goes is actually terminal node and then here, in this part
we have annual income less than 8.05 and further partitioning, on the left side annual
income 6.1 the others are terminal nodes. So, from this if we compare to the hypothetical

example that we had done.
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87 mod=rpart(ownership~., method = "class”, data = df, A ol | mironmert

88 control = rpart.control(cp=0, minsplit = 2, minbucket = 1, G (1¢n

89 maxcompete = 0, maxsurrogate = 0, ginisplitl 0.42

90 xval = 0), : 5

91 parms = list(split="gini")) DURCEE (e

92 giorg 0.5

93 par(mar=c(0,0,0,0), oma=c(0,0,0,0), xpd=NA) il 1

94 O mod List of 14

95 plot(nod, uniforn=T, branch = 0.3, conpress = T, il oum [1:11) 00.10.2 0.3 0. -
96 margin = 0.1, nspace=1)

97 text(mod, splits = T, use.n = T, all = F, minlength = 0, Files Plots Packages Help  Viewer il
98 cex=0.8) %

99 Nibrary(rpart.plot) b Pron Hogais 0 F % -
100 prp(mod, type = 1, extra = 1, under = T, varlen = 0, cex = 0.7,

101 compress = T, Margin = 0, digits = 0,

102 split.cex = 0.8, under.cex = 0.8) g %

91 (lopleve) ¢ Weript ¢

Console G:/Sesslon 9/ B0
> Tbrary(rpart)

> mod=rpart(ownership~., method = "class", data = df,

+ control = rpart.control(cp=0, minsplit = 2, minbucket = 1,

maxcompete = 0, maxsurrogate = 0,

24 4 .O
z o°"0¢'
18 T .

o
00 [
o || SR iner

xval = 0),
parns = 1ist(split="gini"))
> par(mar=c(0,0,0,0), oma=c(0,0,0,0), xpd=NA)
> plot(mod, uniform=T, branch = 0.3, compress = T,

++ +
Household Area (00s ft2)
o
=}
1

+ margin = 0.1, nspace=1) A4 60N
> text(mod, splits = T, use.n = T, all = F, minlength = 0,
+ cex=0.8) Annual Income (&'lakhs)

>

So, here the first split is based on the annual income predictor and a specific value is
5.95; however, if we look at the splits, that we have manually done, our hypothetical
splits right. So, first splits was 18.8 using household area, right? In this particular graph,
you can see first split, this was the first bit split, that we had created right this was at 18.8
using household area, but if we look at the look at the split, that is as per the tree using

this car technique annual income 5.95.

So, let us look at the original plot, where this value is going to be. So, annual income and
the value is going to be somewhere here, 5.95 this is very close to 6 alright. So, this
value the partition is going to be somewhere here, in this fashion. So, the partition will
go up to this. So, here you would see, if the partition is created from here right? So,
probably it will bisect these 2 points. So, if we want to create a partition on this. So, let
us use the sum of ab line function that we had used. So, earlier the first split that we had
created earlier. So, that was at 18.8, right? So now, let us use ab line to create the

partition.



(Refer Slide Time: 15:41)

L e
W KOt (o0 Vew Dot eoon Bt Dkt Mone Iook Hep
Q.- S A L ndding K Project (None) =
0 9treesitx =1 Environment History =0
= 7
Souconsae | Q /v | . Rt 9% _#Souice v T B mport Dataset + | Ff list *

1 @ cilobal  nvironment =

BN |
14 par(mar=c(5.1,5.1,5.1,5.1))

15 range (dfSannual_Income) gimilrec 0.42

16 range(dfSHousehold_Area) ginisplitl 0.42

17 plot(dfSannual_Income, dfSHousehold_Area, las=1, giniurec  0.42

18 xlab = "Annual Income (d-'lakhs)", ylab = "Household Area (00s ft2)", ior 0.5

19 xlim = ¢(2,12), ylim = ¢(13,25), peh=c(21,19)[as.numeric (df Sownership)]) N o

20 legend("bottomright”, inset = 0.005, c(“owner", “Nonowner"), i 5

2 pch = c(19,21), cex = 0.7, x.intersp = 0.5, y.intersp = 0.5) Omod List of 14

22 28 num [1:11] 0 0.1 0.2 0.3 0.. -
23 # First sp{\l

24 abline(h=18.8) Files Plots Packages Help Viewer =0
25 >

26 # possible set of split values 9 B Heptr @ %

27 # For numerical varables

28 # midpoints between pairs of consecutive values for a variable,

29 # which are ranked as per the imourity (hereraseneity) reduction “
11 (op evel) £ weript ¢

Console G:/Sesslon 5/ al)

> Tbrary(rpart)
» mod=rpart(ownership~., method = "class", data = df,

24 4 *

e .
+ control = rpart.control(cp=0, minsplit = 2, minbucket = 1, %g d 00'.. AL
maxcompete = 0, maxsurrogate = 0, .
xval = 0), 1

o
= 0,
parms = list(split="gini")) 14 % || SRatoStner
par(mar=c(0,0,0,0), oma=c(0,0,0,0), xpd=NA)
> plot(mod, uniform=T, branch = 0.3, compress = T,
margin = 0.1, nspace=1)
text(mod, splits = T, use.n = T, all = F, minlength = 0,

+
>
+ cex=0.8) Annual Income (&'lakhs)
>

Household Area (00s ft2)
=3
I

24 GO IR0

So, now this is going to be we have to use v, v this is going to be a vertical line and this
is going to be 5.95 and we do this, we will get this line. So now, let us look at it. So, this
is the line, you can see this particular line, this is the first split as per the algorithm R part
algorithm and you can see that, this 5.95 later value combination for annual income,
these and this particular observation, is being split using this partition and the left
partition, that we get this is pure homogeneous. So, and the this other partition of course,
it is being dominated by the owner class, but it is going to have, 4 observation belong to
non-owner and remaining 10 observations belonging to the owner, the this particular left
partition will have 6 observation belong to the non-owner, this is pure. So, the probably
this is the first partition, which is creating, which is reducing impurity much more than
what we had done, we had done this partitioning 18.8 using household area. Now, this is
the optimal combination, annual income 5.95. So, we our to compute the delta that
decrease in impurity index, here gini or entropy, we would see much more decrease in

this particular case.

So, let us go back, to our modelling. So, once this is understood, now there is another
way to create the tree diagram, that we have created. So, that tree diagram, that we had
created using the plot function this is the diagram. So, if you like a more presentable tree
diagram, you know much better than this, more nicer or pretty version of the tree

diagram, then we have another we will happy another package, that is r part dot plot. So,



we will have to install this package. So, let us load this library. So, first we are required

to install it, as it is not already install. So, let us install this particular library.
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88 control = rpart.control(cp=0, minsplit = 2, minbucket = 1, ,,."t e
89 maxcompete = 0, maxsurrogate = 0, ginilrec  0.42
90 xval = 0),
. P gimsplitl 0.42
g% parms = list(split="gin1")) S giniurec 0.4
93 par(mar=c(0,0,0,0), oma=c(0,0,0,0), xpd=¥a) piorad
94 i i
95 plot(mod, uniform=T, branch = 0.3, compress = T, O mod List of 14
96 margin :.0.1. nspace=1) . Pl num [1:11] 0 0.1 0.2 0.3 0.
97 text(mod, splits = T, use.n = T, all = F, minlength = 0,
98 cex=0.8) Files  Plots Pac Help Vi (m]
99 Tlibrary(rpart.plot) > . =2 el 5 =L
100 prp(mod, type = 1, extra = 1, under = T, varlen = 0, cex = 0.7, P Do Hepotr 0 f 4. @
101 compress = T, Margin = 0, digits = 0,
102 split.cex = 0.8, under.cex = 0.8) Annual_Income< 5,95
103 .
1001 (Iop 1 evel) & W Seript 3
Console G:/Sesslon 9/ =E Househol Area< 19.5

> text(mod, splits = T, use.n = T, all = F, minlength = 0,
+ cex=0.8)
> abline(v=5.95)
> library(rpart.plot)
Error in library(rpart.plot) : there is no package called ‘rpart.plot’
> install.packages(“rpart.plot")
warning in install packages :

cannot open URL 'http://www.stats.ox.ac.uk/pub/RWin/src/contrib/PACKAGES.rds': HTTP s
tatus was '404 Not Found'
Installing package into ‘C:/users/user/Documents/R/win-1ibrary/3.4"
l(as ‘1ib’ is unspecified)

1

n

ownbr
o

on-gwnef
40

So, once this package is installed, we will load it and then, we will have access to

another function prp, which can help us in plotting a more nicer version of the tree

diagram, or pretty version of the tree diagram. So, let us load the library, now this prp is

the function we can see first argument is of course, the model.
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88 control = rpart.control(cp=0, minsplit = 2, minbucket = 1,
89 maxcompete = 0, maxsurrogate = 0,
90 xval = 0),
91 parms = list(split="gini")) r
92
93 par(mar=(0,0,0,0), oma=c(0,0,0,0), xpd=Na)
94
95 plot(mod, uniform=T, branch = 0.3, compress = T,
96 margin = 0.1, nspace=1)
97 text(mod, splits = T, use.n = T, all = F, minlength = 0,
98 cex=0.8)
99 Tlibrary(rpart.plot)
100 prp(mof, type = 1, extra = 1, under = T, varlen = 0, cex = 0.7,
101 compress = T, Margin = 0, digits = 0,
102 split.cex = 0.8, under.cex = 0.8)
103 -
W07 (Iop 1 evel) I cript &
Console G/sesslon 9/ =0

trying URL 'https://cran.rstudio.com/bin/windows/contrib/3.4/rpart.plot_2.1.2.z1p"
Content type 'application/zip’ length 719114 bytes (702 k)
downloaded 702 K8

package ‘rpart.plot’ successfully unpacked and MDS sums checked

The downloaded binary packages are in
c:\Users\user\AppData\Local\Temp\RtmpSAwcFR\downloaded_packages

> labrary(rpart.plot)

warning message:

package ‘rpart.plot’ was built under R version 3.4.1

>

=g x

& project (None) ©

Environment | History =g

8

) clabal | nvironment «

7
L 4

A import Datacet ¥ tiws | (©

ginilrec 0.42

ginisplitl 0.42

giniurec  0.42

giorg 0.5

i 1

List of 14

num [1:11] 0 0.1 0.2 0.3 0.

O mod

29
Files Plots Packages Help Viewer
¢] B 2om  Bepatr O
Annual_Income< 5.95

Household Area< 19.5




And then there are various other arguments that, I am passing here, if you are interested
in more details, you can always type prp in the help section and find out more details
about this particular function. So, you can see plot and R part model. So, this is
especially designed for the plotting, you would see a huge number of arguments, that can

be passed to this function. So, too many arguments. So, we would like to understand the

few that, we are going to use.
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95 plot(mod, uniform=T, branch = 0.3, compress = T, O mod List of 14
96 margin :.0 1, nspace=1) . Pl num [1:11] 0 0.1 0.2 0.3 0. -
97 text(mod, splits = T, use.n = T, all = F, minlength = 0,
9% cex=0.8) Fles Plots Packages Help  Viewer 0
99 Vibrary(rpart.plot) - =2 fiiad =
100 prp(mod, type = 1, extra = 1, under = T, varlen = 0, cex = 0.7, PRI 4 e
101 compress = T, Margin = 0, digits = 0, it Plot an Tpart madel. »
102 split.cex = 0.8, under.cex = 0.8) AT
103 5
WNNE (Iop [ evel) Kicrint = | An L object. The only |
required argument.
Console G:/Session 9/ e q gl
trying URL 'https://cran.rstudio.con/bin/windows/contrib/3.4/rpart.plot_2.1.2.z1p’ s Lo Type of plot Possile
content type 'application/zip’ length 719114 bytes (702 K8) values:
downloaded 702 kg 0 Defautt. Draw a spit label
ateach splitand a node

package ‘rpart.plot’ successfully unpacked and MDS sums checked label at each leaf.
1 Label all nodes. notjust

The downloaded binary packages are in leaves. Similar to

c:\Users\user\AppData\Local\Temp\RtmpSawcFR\downloaded_packages A
> Yibrary(rpart.plot) Lext. cparl'S al L=TRUE
warning message: 2Like 1 but draw the spiit
package ‘rpart.plot’ was built under R version 3.4.1 Iabels below the node labels
> J Similar to the lots in the M

So, for example, the first second argument that, we have type. So, that I actually
indicates the type of plot, that we want to create. So, in this case we have said type one.
So, you would see what is type one? Level all nodes not just leaves. So, the default type
would just you know label leaves, but we would like to label all nodes; that means,

decision nodes, as well as terminal nodes or leaf node not just the leaf node. So,

therefore, we have change the type to one.
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Next argument is extra. So, extra the value that we have given is one. So, let us look at
what it means. So, when the value extra, value is one then display the number of
observations that fall in the node. So, that split of observation to, you know each of the
classes that is going to be displayed, that is the extra information that is going to be
displayed, had we obtained for extra 0, then no such information would have been
displayed, there are many other extra options. So, that you can look at in your own time,

now the third argument is under tree under that is specified as true.

(Refer Slide Time: 20:38)
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So, let us look at this particular argument, applies only if extra greater than 0. So, that is

the case, we have selected extra value one. So, that is greater than 0. So, the under



argument can be applied. So, what it does? If it is true. So, that this will put the text

under the box. So, the box that is going to be created, that we will see right. So, the box

would be seen at each node, a decision or terminal and the text extra information, that we

talked about using the extra argument, that is going to be displayed under the box.

Then we have varlen, another argument. So, let us look at what this is going to do? So,

this is the argument. So, length of variable names in text at this splits. So, varlen is 0. So,

0 means useful name. So, there are other options also. So, they will probably abbreviate

the full name, depending on the requirement. So, because we have assigned the value as

0. So, we do not want to abbreviate the names. So, full names would be seen at this split,

similarly other arguments are also there. So, you can go through them on your own time

CEX compress margin digits.
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So, let us create this plot. So, this is the plot that we get. So, this is much nicer version of

the tree diagram or pretty version of the tree diagram, as you can see here annual income

5.95, if you know if it is less than theirs and then the left branch, if it is not less than that

than the right branch. You can see the root node itself has been you know labeled as non-

owner, even though there are equal number of observation belonging to owner or non-

owner class, that is because you know there is no majority class. So, they have just gone

with the alphabetical ordering. So, non-owner and owner. So, n comes before o. So,

therefore, non-owner has been used.



So, alphabet kill ordering is used, because there is no majority here. So, the root node is
also, as you know when we set type one and extra one that arguments, that we
understood from the help section. So, because of this type one the labeling of (Refer
Slide Time: 23:04) is also being performed here. So, depending on the majority, that
label is going to be you know displayed here. So, you would see this, is the terminal
node that we have. So, all 6 observations belong to this categories this is non-owner,
again you can see these split 6 and 0 this is again in the same order, non-owner first and
then owner right. So, if we this particular discussion we have done before as well, when
you define a particular variable as a factor variable in R environment the labels of that
factor variable right. So, they are going to be alphabetically order. So, right the same

ordering scheme is again being used by this particular tree diagram.

So, 6 and 0, 6 number on non-owners on all observation belonging to the non-owner
category and that is the label also, now we look at the right child, right subtree. So, the
second split would be performed household area less than 19.5. So, this is going to
perform, you can see 4 and 10 is this split at this node. So, 10 is the number of
observation belonging to owner, and this also is the majority in this particular situation
and the owner labeling has been used. So, the household area where is less than 19.5 will
go to the left side, otherwise will go to the right side, which also happens to terminal

node and that to owner.

So, in this fashion, we can understand this particular tree diagram. So, this is full grown
tree. So, because we had just 2 predictors, and we had also just 2 classes in our outcome
variable. So, this particular tree is quite a small; however, if we are dealing with you
know more than 6, 7, 8 predictors and we are trying to build a full-grown tree, this
particular tree diagram is going to be much more messy and many more decision nodes
and terminal nodes are going to be displayed. So, therefore, the visualization or analysis,

graphic visual analysis would also become more difficult, in those tree diagrams.

So, let us go back, if we are interested, in visualizing the tree diagram, which is there
after first split or second split or third split that can also be done in R. So, for that to be
performed first, we need to understand the node numbering. So, how node numbering
happens in a tree diagram. So, the same function that we have use, prp for plotting of the
tree, there we another argument n n. So, this particular n n argument as you can see here

in the court, this is specified as true in this case. So, therefore, node numbering for all the



nodes, is going to be displayed and we are also correct expansion, also for node

numbering is done. So, that this not much larger than, in comparison to the diagram.

So, let us create this tree diagram with node numbering, and let us zoom in, now you
would see all the nodes have been numbered here. So, root node becomes number 1, then
left you know this left terminal node 2, then 3 then you would see certainly after 2 and 3,
we get to known number 6. So, that is because the we in the tree diagram, if we want the
unique node numbering and even if a particular node is not present, it is assumed as the
numbering is skipped for that particular node, but the numbering is done. So, for
example, one root node is 1. So, it can have 2 child’s left child and right child. So, left
child is going to be number 2, if it is present it will be displayed as well right child it is
going to be number 3, if it is present if it is going to be displayed.

Then we again come back to the you know left part of the tree diagram, and again we
look at the second node, that is the left child of root node and in this case, we see that
there are no further partition, there are no further child’s of this particular node, but had it
been there, they would have been you know given the number of 4 and 5. So, there
would have been 2. So, 4 and 5. So, those numbers have we are not being used, but they
are counted here and the next node at the same level, the same level that is right third
level, is going to get the next number that is 6 here. So, this fashion will give us the
unique node numbering, for all the nodes and also will also get to know which node
numbers are not part of the tree. So, this gives us some flexibility, in later on more

processing more computation, that would be required later on we will see.

So, similarly 6 and then say at same level. So, we will keep on moving at the same level.
So, this is the 7th node, then you would see certainly from 7, we reach to 12", because
had this particular node number 2, had 2 you know 2 children’s, they again had 2 more
you know, 4 sub child’s would have been there at this level. So, 8, 9, 10 and 11 for those
4-sub child’s would have been there, but they are not part of the tree. So, numbering

comes to 12. So, in this fashion numbering can be performed.

(Refer Slide Time: 29:01)
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Now, why we have done this kind of you know node numbering and that to unique node
numbering, even if a particular node is not part of the tree, will understand in few
seconds. So, first split we create first split, that is in this case is annual income value
5.95. So, that is the first split at root node that we perform. So, if you just want to display
the root node only, then the full-grown tree that, we have developed that is represented
by mod. So, you can call snip R part function. So, let us look at the function this

particular function snip R part.

Snip subtrees of an R part object. So, using this particular function, we can snip the tree,
we can remove some of the nodes in the full-grown tree and look at just the part that we
are interested in for example, if we are interested in the nodes, that have been created
after first split, that is root node and then the 2 child nodes, the 3 nodes if we are
interested, and the of course the corresponding terminal nodes. So, then we will have to
snip the remaining part. So, how do we snip the remaining part? So, let us again look at

the plot.

So, this is the plot. So, first split had root node 1, will have 2 nodes here 2 and 3. So, the
other nodes like 6 7 and others we will like to slip them off. We would like to remove
these nodes. So, this using snip R function, we have to pass this full model for full grown
tree and then, you can see we are passing on the unique node numbers of you know, the
nodes which we want to snip. So, you can see 6 7, 6 and 7 they are present 12 and 13,
right? And then 24 and 25 the last level, right? So, we would like to get rid off these

nodes. So, this part would be removed off and then we would be left with the part, which



is you know which we would actually see after first split. So, let us perform this is

snipping.

Now, once this is done we will get another you know another model, another object of R
part type, R part object. So, we can plot this using prp function. So now, we would be
able to visualize just the snipped part, after first split right? So now, you can see root

node and then 2 child node and then the terminal nodes, right?
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So, this is how we can see what is going to happen after first split. So, root node we had
10; 10 similar portion, this was the predictor value combination and will come 5.95 and
then, left child what is the terminal node immediately, then the second one, this one
owner again further partitioning. So, second split is also in a way shown here, a non-
owner and owner, here right? So, in this fashion we can actually focus on, the actually
display the part that we are interested in. So, first split and 2 child’s we can see. So, we

will continue this discussion in our next lecture.

Thank you.



