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Lecture — 27
Multiple Linear Regression—Part VI Partial Iterative Search

Welcome to the course business analytics and data mining modeling using r. So, in the
previous lecture, we were discussing a multiple linear regression. And we concluded our
discussion on exhaustive search. So, the next approach that we use for variable selection
and also for dimension reduction is the partial iterative search. So, there are a few

algorithms under this particular approach that we are going to cover.
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So, let us start our discussion. So, partial iterative search; this is a computationally
cheaper in comparison to the exhaustive search that we do. So, in exhaustive search we
try out all possible combinations of predictors. So, therefore, it is more like a brute force
approach, and therefore, the partial iterative search which works on different algorithms.
It is slightly computationally cheaper, but of course, there are some pitfalls like best

subset is not guaranteed right.

So, there 1s always going to be this potential or missing some good sets or predictors. So,

what we actually get is we produce close to best subset. So, that that is something that we



can say that close to a best subsets are definitely we are going to get out of applying

partial iterative search.

So, this particular approach is preferred, when we are dealing with large number of
predictors right because their the computational time that might be required an
exhaustive search might be slightly on the higher side. So, therefore, we would prefer to
apply partial iterative search in those situations. So, otherwise if we are just dealing with
the moderate number of predictors or going low number of predictors, their exhaustive
search is better, because we get a us you know some sort of guarantee of producing the

best subset model.

So, therefore, with this between these between these 2 approaches, we can say that there
is going to be a trade-off, between computation cost versus potential of finding best
subset. So, if we want to you know minimize the computation time, and then probably a
partial iterative search is the way to go if we want to you know, if we do not want to
compro compromise with the potential of finding best subset, then probably we have we

should apply we should employ the exhaustive search.

Now, under this partial iterative search approach we have 3 algorithms that we are going

to discuss. So, first one being forward selection so, in the forward selection algorithm.
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We start with 0 predictors so, we start with no predictor, and we add predictors one by
one; so and then the as we go along, the main idea that what happens in forward
selection is that strength as a single predictor is actually considered in this approach. So,
if a predictor because we are adding one by one, and if it is significant then it would be it
would remain in the model, if it is not done it would be excluded from the model. So,
therefore, for a particular variable to appear in the in the model to be in the model in a
forward selection algorithm, it is strength as a single productor should be on the higher

side.

So, that also being the limitation of this forward selection approach. So, we start with no
predictors and then we start adding one by one. So, the predictor is significant that it will
remain there. Then the second approach is backward elimination. So, in this particular
approach we start with all the variables, and then we start dropping them one by one. So,
the insignificant mostly insignificant variables are dropped first, and in that order we

keep on building the models.

And we keep on dropping till we reach the saturation where all the predictors that are
present they are significant. So, this particular approach backward elimination, there is
no you know obvious limitation of this approach, except that the computational time that
would be requiring this approach would also be slightly on the high higher side in

comparison to other partial iterative approaches.

And the third one is a stepwise regression so, in this also we start with just like forward
selection approach. So, we start with no predictor and then we add predictors one by one;
however, we can consider dropping in significant ones in this particular approach. So, as
we move along. So, we keep on adding predictors one by one, and if we if there are some

insignificant ones we can consider at any step whether we would like to drop them.
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So, these are 3 main approaches. So, let us understand them a bit more using an exercise.
So, a partial iterative search first we are going to start with the forward selection
approach. So, in this as you can see the data set that we are going to use is the same; that
is, a used car data set so, this is pre-loaded partitioning is already done, and we are
dealing with the what number observation that we have is 75 up to excluding all the
outlets that are there, and the variables often trust only 8 variables are there, ba one being
the price that is outcome variable of interest. So, again you can see that we are using this
dead subsets function, and the price and then this formula is specified as price tilde dot
that includes all of the predictors in the data set. Now you can see the next important

argument data is mentioned as d f train and then method is forward.

So, that tells the function that we would like to apply forward selection algorithm. So, let

us execute this code.
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Now, let us generate the summary of this result this particular model. Now as we did in
the previous lecture that we would like to count the special character that is asterisk in
this case. So, that the particular function count is special character is already created here

you can see here for the special character. So, we can use this particular function, and

count the number of asterisk, number of asterisk that are there in this particular matrix

for different columns. So, this particular result we are going to as we discussed in the

previous lecture, this particular result is going to be used as an index vector for us later

on.
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Now, as discussed before, first we will have the number of coefficient and different
subset models that we produced that we generate here. then the R s s that is residual sum
of a square then ¢ p mallow ¢ p then R square followed by adjusted R square, and then
we will have the output matrix covering all the variables that are there and whether they
are present in that particular model or not. So, let us execute this so, we get the output

here.
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As you can see, when in this in this case forward selection case, that are this adjusted R
square will it starts from 0.48 and it keeps on increasing till a 4-variable model, right,
this particular row 4th row it keeps on grazing. So, in terms of adjusted R square the

result of forward selection and exhaustive search seems to be same.

Then after that after reaching 4 variable model and this highest value adjusted R square
value of 0.72 this adjusted R square value starts decreasing right as we discussed that
there is going to be a penalty for increase in the number of predictors, and with respect to

the contribution of information the amount of information.

So, 4 variable model is the model that we have to select if we follow the criteria of
adjusted R square. If we look at the R square value, this is also a very similar to or is
exactly same as what we had an exhaustive search 0.49, 0.66, 0.73 and then finally,
reaching 0.74 and then 0.75. So, same result and the numbers are also same for c p value

though we had the, we have with us the results of exhaustive search. So, you can see



these are this is this particular table is the results of exhaustive search, and you can see
the same numbers are there the output that we have got from forward selection are
happens to be happens to be same for forward selection. So, this is just in this in this
particular case the data set that we have and the partitioning that we perform. If we
change the partitioning the results might also change and also what we are dealing with a
small data set. So, therefore, we might not see much difference between these 2

approaches.

Now, if we look at the variables, you can see show room price a surface being present in
the all 8 models, starting from one variable model to 8 variable models and all of them it
is present then age is present in same in or such models starting from 2 variable models
to 8 models. So, early fuel type petrol is there then k m is there. And then comes the

owners and other variables that are there.
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So, if we are interested in understanding the coefficient. So, let us run this particular

function coefficient and pricing passing the model argument we will get this.
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So, you can see the one variable model the coefficient comes out to be 0.24 5 9 5 this is
the value.
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So, s R price being the only variable, then we look at the 2-variable model, we have a s R

price and age then you can see age is negatively related here.
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And then fuel type petrol and s R price age. So, just like in the exhaustive search. So, we
are getting very same results the same models also. Then after fuel type petrol s R price
we see the kilometers appearing in their. So, it is happening exactly like what happened

in the exhaustive search right.

However, as I said if we change the sample of or if we change the partitioning, we
increase the sample size already in change the partitioning I read on the redo the
partitioning then probably the results will change. Now let us come to our next algorithm
that is backward elimination. So, again for backward elimination as well we can use the

same function less subsets.

And you can see the one change that we have done here is the in the method argument
where we have a specified backward as the algorithm in this case. So, let us execute this
code, and let us also generate the summary of this output. Now here again we are going
to do the same thing that counting of a special character and the other things remain

same. So, let us execute this code ok.
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119 omdeas.integer(apply 1 105 omd bt AL
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11 “ks5" -nodSsummiris, Omodisumn  List of 4
12 “tp" rmdmd!m—!cn digits=2) o int [1:8] 16852417
23 “#-sq"sround (modSsumirsg, digits 1), 1 18] 16852427
124 “udj 83" =round (rodssusmiadir?, dighs:2), & LA
1235 modSsumnioutmat [ order(-ond) ]} Fles Pob  Packige  Help Vi al
126 ,
127 coef(nodS, 1.8) PO s L gt @ &
128

s for msdel st «
129 r sequential replicesent

130 modésregsubsets(Price-,, data = dftrain, nbest = 1, nvmax = wiLL,

i (i el £ Wk

functions for model selection
Coniole C/Userijuser/DedkiopM00C lesisry T11Dr Gavraw DirltSeundon & =0
» modburegsubsets(Price-., data = dftrain, nbest = 1, nvmax = NULL, *| Description
+ foree. in = nuLL, force out = NULL,
method = “backward™, intercept = T) Modal selechion by exhaustive search, lonward of
» ﬂdisw—.sunlrr(lnd&} BaCkWErd stepwise, OF Sequantal replatement

> data. Frame ("#coeffs”=s. nteger (apply (modbsumboutant, 1, countspch)),
“Rss"znodisumirss,
“Cp"sround{modisummicp, digitssl),
"R=gq " zround (modisummirsg, digits=1),
“ad) . R-3q"wround(mod Ssummbad)rl digitsel)
modSsumioutmat[ order(-oml)])

Fror in arder{-oal} . object “oal’ not Found

Usage

me o+ E

¢ "lurmala®
hEw ML, Thear
Thb, nluiuoud *

Oh, we did not create O m 2. So, let us compute this, and then produce this data frame.
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. “ad] . r-5q"=round(modssummiadjrl digits=2), -\ Description
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1 (1) 1 7L.56760 32.29 0.49 backward stepase, or sequeral repiacement
(1) 1 4778747 9.94 0.66 064 P '
ARar) 33081514 L3003 001 o * Usage
1 (1) 43612397 199074 on L 5
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6 (1) 6 35.18017 503075 0.7 R K
T (1) 7 35.15838 7.00 0.75 0.70 S oL
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owners Airbag Transmissionl Fuel _typepiesel
1 f1h

Now, again if we look at the results of backward elimination, then also we would see that
same numbers are there again. So, adjusted R square value again starting from the same
0.48 0.64. So, the values these values for all 3 algorithm whether exhaustive or forward
selection our backward simulation what we are saying is up to 2 decimal points. So, there
might be some difference may be there may be some difference if we look at maybe up

to 6 decimal points. So, the adjusted R square column you can see that speaking at 4



variable model 0.72 is the value. similarly, for R square also it is peaking at the you
know 5 variable model 0.75 is the value. And the mellow c p is the numbers are same.

So, we will have to select again 3 variable model, but the value of ¢ p is one 0.73.

So, in this so, the R s s residual sum of squares number, there also seems to be same. Let
us look at the variables you can see again a s R price present in all 8 models, and age is
present and the 7 models followed by fuel type petrol present in 6 models, and followed
by kilometer k m which is present in 5 models. So, if we have to we want to look at the
coefficients for different variable models, we can you do the same using coefficient

function.
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117 mod3summ:summary (nod} s

115 O modd List of 28

119 omZsas.integer(apply (modSsummioutmat, 2, countspchl); omd Omoddsum (st of 8

120 data.feame("coeffs"as.inveger (apply (medSsummboutmar, 1, countspeh)),

121 55" =nodSsummirss, s shady ol

122 cp”sround (modSsumalcp, digitss2), Omodisumn  List of §

123 “Regq"=round (modSsummire, digies=2), L e (LA 16852407

14 Ad] R-5q"=round (modSsummladjr? digits:2), oal e [1:8) 168524137

125 nodSsumnioutmat [ order(-onl)) oa) we (18] 16852437

137 coefinodi, 1.8) Fles Pl Parkages  Help  Nebwei =0

¥ sequential replacesent > 0 & igadeals
130 modb=regsubsetsiprice-., data = dftrain, nbest = 1, nvmax = wuLL,
131 force. in = wuLL, force. out = wuLL,
132 method = "seqrop”, intercept = T)

it huriomn for miadel ssecion o

* functions for model selection

. Description

1
: - - -~ ol salectan by eshausive search, fonward of
mod5, 1:8) backward stepmse, or sequerial repiascement

(Intercept]  SR_Price Usage
17951689  0.2459512

(1211
(Intercept)  SR_Price Age
35977612 02802512 -0 3656515

So, let us look at this again you would see that s R price is present in the first model and
then 6 model you can look at the coefficient also age is again negatively correlated as
expected in the 2-variable model, then in 3 variable model again we have the fuel entry
of fuel type petrol with the negative coefficient negative re regression coefficient. And
then you would see in the 4-variable model, we see the k m as well with the negative

regression coefficient here.

In the same fashion the results again seemed to be very similar. So, let us move to our
next algorithm, that is sequential replacement. So, for sequential replacement there is

something that we have not discussed.
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132 method = "seqrep”, intercept = T) » 9 & - L et
133 modbsummesummary (rodé ) it b for milel sserion +
134
135 omlzas. integer(apply(modi 2 untspchl): cmd o
ot ““*' functions for model selection
Coniol C-/luerijuier/Deskiop/M00C haemary THLADr Gauraw DhrlifSeulon =0
(Intercept) Fuel_typePetrol SR_Price KM Age *| Description
4.56626391 =1.07571364 0. 26705794 =0 01122816 =0. 30720072
(0 Modal selechon by exhaustive search, lonward of
BBCkward stepwise, oF sequental repiacement
{Intercept) Fuel_typepetrol SR_PrICe L Owniers L=
4.1971710 =1. 1809765 0. 2706734 =0.0127651 0.5188228

Usage

Age
-0. 1208142
(6]

{Intercept) Fuel_typepetrol SR_Price L Owiiers
4 14072167 =1.20938318 0.28263429 =0.01345213 053360580
Airhan Ane

So, what happens sequential replacement is or we start with all the variables, we start
with all the variables, and from there then we select you know, and then we identify the
best subsets from their best you know subset model that would be there. Then for each of
for each of the variable in the in the in that subset for each variable we try a different

whether that can be replaced by some other variable right.

So, in that sense we start out, and then these so, in the subset model that is selected for
each variable will try out for it is replacement. And then again, we will have for if there
are 4 variables in the subset model, and for each variable we will try out different other
variables as a as a replacement. And therefore, we will get 4 more models, and out of
those 4 models, will again check the, which one is performing better if it happens. Then
if then we select the best one, and then we proceed further the same thing is applied

again and again till we are not able to find the best model.

So, this is what we call sequential replacement algorithm. And the stepwise regression
approach would also be very similar to what is we specified as you can see the

replacement.
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134 1
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136 data. frame(“sCoeffs"-as. integer(apply(medbsummioutmat, 1, countspeh)), o e s et
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Gl == functions for model selection
Conigle C-/Usersjuser/Dedkop/M00C lewiry T11/Dr Gavraw Dbt Seslon & =0
*| Description
[[e1)
(Intercept) Fuel_typeDiese] Fuel_typePetral SR_Price WM Modal selechion by exhausie search, forward of
433415354 =0.07259189 =1. 29888125 028150420 =0.01342320 BBCkward stepwtse, OF sequental repiacement
Transmissionl Dwmers Airbag Age
§.07071214 0. 54039808 =0. 24420109 =0.33561279 Usage

» modfzregsubsets(Price- , data = dftrain, nbest = 1, rvmax = NULL,
+ force.in = NuLL, force.out = NULL,

+ mithod = “segrap”, intercapt = T)

> iodhs e usmary (n0d6)

5

Some variations might differ, then with the name also, there are going to be very
variation depending on the implementation that we follow. So, in this case as you can see
we are again using the reg subset function. And the one difference that we can see is the
method sequence replacement s € q R e p has been specified. So, let us execute this , it is

run this model.

Let us also compute this number of this asterisk in each column of the output matrix. Let
us compute this matrix. Now we can see again, in the adjusted R square value again it is
speaking at the 4-variable model, and the same numbers are there for R square also
speaking at the 5-variable model, and the same numbers are there again for cp also 3
variable is seems to be the more the appropriate one and the same numbers for R s s as

well.
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. modbsummioutaat [, order(-cmi)
x coaffs RSS  Cp Rsg ndj l m s&_ Mt! Age Fuel_typepatrol kM Model selechian by exhausive search, fonward or
1 (1) 1 71.56760 32,29 0.49 backward stepwese, or sequential replstement
(1) 34778747 9.94 0 66 054 S
e WA LBOT 0L .o . Usage
1 (1) 436.12397 L9904 0.n R R
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6 (1) §35.1017 503075 071 v s st 1]
(1) 73515808 7.000.75 070 4" s # 51 meliod Lor closy *lommla’
B0 8351537 9.00075 069 v "o il A e L i | e
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f 1y

For the variables also, a s R price being presented in all the models then followed by age

and then fuel type petrol and came the result seem to be exactly same.
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Now, we are interested in looking at the coefficient value, then we can do.
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144
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146 mod7=step(Im(Price-., data » dftrain), direction = "bath™)

148 optionsiep) fraset
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5 functions for model selection

Console C-/Usery/uter; DetkopM00C lsssiry HLYDr Gauray DicSeul -
(Intercept) Fuel_typePetrol SR_Price KM Transmission] * Description
426476158 =1 21800167 0.28119201 =0.01347426 0.06897438
Owners Airbag Age Model selecbon by exhausive search, lonward or
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(Intercept) Fuel_typeDiesel Fuel_typePetrol SR_Price KN
433415354 =0.07259189 =1. 29888125 028150420 =0.01342220
Transmissionl Airbag

Dwners Age
007071214 054039808 =0. 24420109 =0.33561279

So, using coefficient function and again as we can see this, again the same results are
there is no change s R price then s R price and age, then fuel type petrol s R price and
age, and then fuel type petrol s R price and then entry of kilometer k m and the same
fashion, the same result we get. Stepwise regression there is another function that is

available to us for stepwise func regression that is called step.

So, in this case and this is a step function we have to pass on the again we have to pass
on the I m function as the first argument. So, in the I m function we would be specifying
the formula as usual in the first argument and then the data. The direction is specified as
both so, we can add and remove. So, both the kind of operation can be performed. If you
are understand in finding more about this particular function, you can go into the help

section type step and choose them.
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[1£1))]

(Intercept) Fuel_typepetrol SR_Price KM twners Selec a formula-based model by AIC

4.1971710 -1. 1809765 02706734 -0.0127651 0.5188228 U

Age sage
-0. 3208142
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1030 y M"‘lr':".- ETEAR", butkeasd®, "

So, you can see the choose a model a i ¢ in a stepwise algorithm.

So, you can see different options are there this particular method would also allow us to

run backward forward and then both.
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So, as we discussed that the stepwise regression is about a star just like forward
regression, and at each step we can consider dropping off insignificant variables. So, that
is why the both indicating meaning the same both indicating the step wise regression.

And the other options using the same function we can also, build backward and forward



as well which we had just done using read subsets. So, in this particular function the aic
is used to find out the different subset models. For more information you can always look

at the other arguments that are there. So, let us use this function so, let us compute this.
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And this is the results that you get. So, you can see that we start with a 1 ¢ value up 6.89,
and the formula that we start with is price and then other variables, fuel type s R price k
m transmission owners and airbag plus age. So, you can see all 7 variables are present,

and we start with a 1 ¢ value of 6.89.

Now if we look at the possible additions, and possible addition, or elimination that that
could be there. You can see that if we eliminate transmission, we would gain will reach
the aic level 0of 4.917, and that would be and that would be a lower a i ¢ value, and then

followed by heavy remove airbag.
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Then we will have this 5.146, and then 5.9 to 5, and then the the existing model that is
represented by none. So, none means if we do not drop any variable, then this is what we
will have, right, all the variables are there. And so, we have 3 candidate models here, at
trans when we drop transmission when we drop airbag and when we drop. So, rather so,
when we transmission followed by this dropping of airbag and owners, these are the

more these are the options alternatives that we have.

So, in the next one if you see that we have fuel type s R price k m plus owners plus
airbag and age, we have 3 variables one has been dropped. And you can see the one that
has been dropped is the transmission. And that was the first one, right, because we could
achieve a lower a i ¢ value 4.917. So, that particular one has been selected and

transmission has been dropped.

Now, again from this model also. If we further drop airbag we would achieve a much
lower a i ¢ value of 3.147, we drop owners then we reach 23.93 and 9 and then if we do
not drop anything then this is the model that we have at present. So, 2 candidate models
seem to be performing better than the present model, with respect to the aic valueaic
criteria. Now if we again drop airbag to get the first model. So, you would see , that we
reach the a 1 ¢ value of 3.15, and the variables that we have in the model are fuel type,
then s R price then k m then owners and then age. So, if we look at the options that we

have is the owners if we drop owners.



Then we will have the a i ¢ value of 2.113 which is less than the value for the current
model 3.15. Then the current model is as you can see the 3.147 that is 3.15. Then further
we can drop kilometer or we can add airbag. So, this is step we have already followed we
will reach to the previous models. So, probably we will select the first one and we will

drop the owners.

And you will see that reach this step a i ¢ value of 2.11, and now the variables that we
have is fuel type plus s R price plus k m plus age. So, these are the 4 variables is superior
you remember. The model the final model that we got using reg subsets of function, that
we had there also using adjusted R square criteria criterion the final model that we
selected was of 4 variable model having the same variable, right, a s R price k m age and

fuel type right.

So, in this case also as you can see the first the current model having 2.11, and there is no
other model we can see the first row right among the options that we have the first row
none that is the same model. So, no other model can improve this further. So, using a
different criterion. So, we talked about the mallow ¢ p adjusted R square and R square ,
using different criteria like a 1 ¢ we also get the same results and in this case by running

stepwise position.

Now as I said that in the in the results that we are getting here, they are they are with
respect to the sample that we have very small sample we are dealing with very small
samples and the small number of observation and also the partitioning. So, as I said if we
change the partitioning, the number of the observation that are randomly selected in the
training partition if they change the results might also change. If you want to see what
will happen if we change the partitioning, we can repeat few of the models that we have

just done. So, let us change the partitioning again, again if we do this partitioning again.

So, we have reek generated these partitions, also as you can see regeneration has
happened. Now if we look at the model let us look at the let us go back to the same point
variable selection if we look at the exhaustive search. So, once the partitioning has been

done.
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We can read on this and you would see that, the results that we might get or might be

slightly different. So, you will have to look at this.
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You can see how the numbers have completely changed. At least the numbers of these

different criteria have changed you can see different partition you can see adjusted R

square now [ start with the 0.48, right. The earlier one was different right, we have the

previous results as well and the output. So, if we go back you can find out t v s results,



yes, we started with 0.48, then 0.64 then 0.71, 0.64 than 0.71, and then 0.72 now there is
just that we have now you can see that start with 0.48, then we these 2.57 than 0.61.

So, we do not reach to that 0.72 level, and you see that 4-variable model we reached the
a peak value our gestures by 0.63. And then it remains 0.63 for 5 variable model and 6
variable model, especially if we look at only the 2 decimal point. And then you would

see for 7 variable model and 8 variable model the value drops again.

So, we will have to select you know 4 variable model to 6 variable models we had 3
options, in this case you can see just by changing the partitioning, instead of you know
using the adjusted R square as the criterion. Now we have to pick from these 3 model
instead of just one in the previous scenario previous partitioning that, we did we look at
the R square value that is also. There also the results in is remains to be the same that 5

variable model having 0.68 value is going to be selected if we look at the ¢ p value.

So, those numbers have changed significantly. Now we look at ¢ p value 3 variable
model the value is 4 points I 6, and then the this value we need to compare is 4, and
difference is point 6, right. And we look at the next value. So, it will be compared with 5

and the value is this one 3 point 5 8. So, therefore, difference of for more than 1.

So, probability variable model is again going to be selected here in this case as well, but
if we look at the variables now, the column for sr price you would see it is still present.
So, it still present and then age is also present and followed by km. Now if you see that
km is present in 5 of the models and you see the 5 fuel type of petrol, let us present in the
4 and 4 in the models, if you go back to the previous results that we have had, it was the
fuel type of petrol which represent in the 5 you know 6 of the models, and k m was in the

5 of the models right 5 of the 8 models. So, that has changed.

So, fuel the s R price and is they are still present in 8 models and say and models
respectively. But k m and fuel type of petrol they have you know they have changed their
places right, who k m coming into 5 models and a fuel type of petrol in 4 models. So,
you can see that once we change the partitioning the results changed. And this is mainly
due to the small sample size that we are dealing with if we had a much larger size
probably it would not change the spite partitioning, because we have we would have
more number of observations to learn from to build our model from. And therefore, the

results are going to be more robust right.



So, with this the same thing you can apply on other algorithm that we have discussed,
and that with the change in the partitioning the results would also change. So, with this

we will like to stop here.

So, this also concludes our discussion on multiple linear regression all right. So, in the

next session will start with k n n.

Thank you.



