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Welcome, to the course Business Analytics and Data Mining Modeling Using R. So, we

are be would be starting our next module that is supervised learning methods and we are

going to start our first topic that is first technique that is multiple linear regression. So,

let us start. So, multiple linear regression is one of the most popular model that is used

for statistical modeling as well as data mining modeling. In most of the text books and

other stat related courses this is one of the first model that is generally discussed and

covered.
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Now, multiple  linear  regression  model  the  main  idea  is  to  fit  a  linear  relationship

between a quantitative  out  outcome variable,  that  is,  Y and a set  of p predictors  for

example, X 1, X 2, X 3 and X p. So, one difference between the statistical techniques and

data  mining  techniques  that  we have  described  before  as  well  is  that  generally  in  a

statistical technique we have assumed relationship between output variable and the set of

predictors.



So,  for  example,  in  this  case  multiple  linear  regression  you would  see that  the  first

assumption that we are talking about in the slide is that the relationship as expressed in

the following model equation that is the linear model equation holds true for the target

population so; that means, this relationship linear relationship is actually assumed. So,

therefore,  when  we  talk  about  statistical  modeling  generally  we  make  certain

assumptions  about  the  data,  certain  assumption  about  the  structure  of  the  data,

relationship between variables and we also hypothesize few relationships and then also

test them through techniques, through different statistical techniques.

So,  the  same  thing  is  applicable  to  multiple  linear  regression  as  well  and  the  first

assumption is that this as expressed in this particular equation the linear relationship is

assumed here. Now, the beta zeros, beta 1, beta 2 and beta p till  beta p these are all

regression  coefficients  and  then  we  have  this  epsilon  term  that  is  the  noise  or

unexplained part. So, generally for the exploratory models the predictors information that

is  used  to  explain  the  variability  in  the  outcome variable  that  is  Y and the  noise  is

actually the unexplained part, something that we are not able to explain right with the

help  of  the  predictors  information  that  goes  into  the  noise.  Now, there  could  be  2

objectives while  where we could actually  use them this particular  technique multiple

linear  regression.  So, one objective could be understanding the relationships between

outcome  variable  and  predictors.  This  is  the  typical  objective  that  is  followed  in  a

statistical approach. The second objective which is generally followed in a data mining

approach is predicting value of outcome variables for new records.

So, as we will discuss in this lecture depending on the objective our approach modeling

model building might remain same to a large extent, but the results interpretation the

model  evaluation  that  would  actually  change.  So,  that  is  very  closely  tied  to  the

objective. So, the first objective that we just talked about understanding the relationships

this  particular  objective  is  mainly  explanatory  in  nature.  The  second  objective  the

predicting value that is the you know predictive in nature and the predictive modeling

would be required.
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Now, applications in data mining, so, multiple linear regression has many applications in

data mining situations. For example, if you predicting credit card spending, predicting

life of equipment predicting, sales. So, many such examples that we have been talking

about  in  this  particular  course.  So,  multiple  linear  regression  as  a  technique  can  be

applied in many such situations that we have been talking about. So, mainly multiple

linear regression is used to handle the prediction tasks and that is also very well reflected

in the previous slide when we said that the outcome variable is quantitative in nature. So,

when we said that the model is used the main idea is to fit a linear relationship between

this quantitative outcome variable. So, therefore, in a data mining situation essentially

when  we  use  multiple  linear  regression  we  would  be  predicting  the  value  of  this

particular  outcome  variable  therefore,  it  is  the  predict  prediction  task  where  this

particular technique is used.

Now, the goal that we talked about as we talked about that the selection of the model is

particularly tied with the goal and it is the model building process might remain same to

the large extent, but the results interpretation. So, that will differ depending on the goal.

So, which is explained in this particular slide that, for example, predicting the impact of

promotional offer on sales.
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This  would  be  even  though  we  are  trying  to  predict  this  impact  this  in  a  sense  is

explanatory  task  and  therefore,  the  interpretation  results  interpretation  and  model

building exercise would slightly differ from if we have a goal of just predicting sales. So,

that would be predictive goal, predictive task and predictive waddling would be required.

So,  these  2  task  these  2  examples  that  we  just  discussed.  Predicting  the  impact  of

promotional  offer  on sales  which is  explanatory  and then predicting  sales  which  are

predictive. So, the model welding exercise and the later on the model evaluation and

result interpretation that would differ from in the between these 2 cases.

Now, as  we discussed that  selection  of  a  suitable  data  mining technique  it  will  also

depend on the goal itself, whether the goal is explanatory or predictive. To discuss little

bit more about, because the multiple linear regression modeling because the most of the

statistical technique that we are going to cover in this course. So, they are going to be

used in a predictive analytics setting in a data mining modeling. So, there, but they are

also  used  in  the  statistical  setting  as  well.  So,  therefore,  we  would  like  to  again

differentiate these 2 environments. So, one is explanatory modelling then other one is

predictive modeling. So, let us go through some of the let us understand some of the

differences that is there in explanatory modeling and predictive modelling.
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So, when we do explanatory modeling it is about, we want to find out a model that fits

the data closely. So, that is our objective when we talk about predictive modeling we

want  to  find  out  the  model,  the  best  model  that  predicts  new  records  accurately.

Similarly, when we talk about explanatory modeling the full sample that we have that is

used to estimate the best fit model, the model that is best fitting the data, the full sample

is used there. When we talk about predictive modeling the sample is as we have been

talking about in the previous lecture, sample is partitioned into training validation in test

set and it is the test it is the training partition that is used to estimate the model. There are

other differences for example, performance matrix.

So, the performance matrix in explanatory modeling they measure how close model fits

the data. So, the model that we wanted we want wanted a model that fits the data closely

and we also require performance matrix which measure the same thing which measure

how  close  model  fits  the  data  when  we  talk  about  predictive  modeling  then  the

performance  matrix  that  we  require  or  performance  matrix  that  we  use  they  should

measure how well model predicts new observations right. So, many such matrix we have

talked about in our previous lectures on performance matrix.

So, you can see a clear difference between these 2 modeling approaches explanatory

modelling and predictive modeling. Let us move forward.
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So, there are few more things for example, model that we might select the final model

that we might have after this model building process and everything other phases. The

model might not have best predictive accuracy because the purpose was as we talked

about in the previous slide we want a model that fits the data closely. So, the model that

we might get final model might not have best predictive accuracy. Now, we look at the

predictive modeling scenario the model that we might finally select out of this exercise

in predictive modeling model might not be best fit of data. So, clearly the difference is

very clearly we can understand.

Now, to further I understand the explanatory modeling, generally statistical techniques

with assumed or hypothesize relationships and then a scarce data which is generally the

primary data we are operating in that part. So, we generally use statistical techniques and

the assumed or hypothesized re relationships. So, we always depending for a particular

problem we always formulate our hypothesis and we test that hypothesis using particular

statistical technique by building a model. So, that is the world where we operate and the

data is always the sample is the view that is data collection is always difficulty we deal

with the scarce data and generally primary data is collected.

Now, we look at the predictive modeling. Typically, we are operating in the machine

learning  we  generally  use  machine  learning  techniques  and  these  machine  learning

techniques they assume you know there is no assumed structure. So, we do not force any



structure on data when we use machine learning techniques and we are generally dealing

with large data sets. So, these are generally dealing with secondary data and this data is

then because this being large data set we can do other things for example, partitioning

which can minimize some of the problems that we face during statistical modeling.

(Refer Slide Time: 12:46)

Now, the regression equation that we talked about, so we also talked about the regression

coefficient beta 0 to beta p; if there are p predictors and then another estimate that we

need to compute is this sigma, that is, a standard deviation of noise; noise be denoted

using epsilon. So, these estimates we need to compute to find out we need to have about

the target population to understand the relationships right first. Now, we these estimates

cannot be measured directly, because we do not have the data available on the entire

population and that is why we take a sample and it is the sample on which we apply our

estimation techniques and we compute these estimates beta 0 to beta p and then sigma

that is standard deviation of noise.

So, typically there are many techniques that could be used to estimate these coefficients

beta 0, beta 1 to beta p and sigma, but typically ordinary least squares the OLS is the

technique that is used to compute these estimates from a sample. So, OLS will compute

the sample estimates which minimize the sum of the squared deviations between actual

values and predicted values.
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So, let us understand this particular thing by plotting a model. So, let us have we have a

this kind of data and the regression equation that we just saw in slides and. So, we were

able to find a particular line that would fit this particular data as closely as possible. So,

probably this would be the line. So, this is the line that we after applying regression on

data set this particular data set these observation we got this line which is closely fitting

the data.

Now, how this line has been estimated and this line is also being represented by these

estimates beta 0, coefficient and sigma. Now, how OLS works at that is very well defined

in the slides that we tried try to minimize the sum of squared deviation between actual

value and predicted value.  So, therefore, all  this line will actually have the predicted

values. So, actual values we can see on screen. So, all these actual values and these are

the  actual  values  and  the  corresponding  predicted  value  is  going  to  be  represented

somewhere  in  the  line.  So,  if  we  are  able  to  connect  the  corresponding  points  the

predicted value points on this particular line and the actual points that are their actual

observations that are there in this particular graph and we are able to connect, so, this

would be the deviations right. So, these would be the errors for individual observations

or individual cases.

Now, OLS will always try to minimize the sum of squared deviations. So, let us say you

have n observation, let us say we have 100 observations. So, for each observation the



squared value of these errors the actual value minus predicted value has we talked about

in our previous lecture performance matrix. So, these squared, these errors actual value

minus predicted value this square value of these deviations and then the summation of

this would actually minimized by the OLS and that is how this line would be computed.

So, the line that we get is computed the estimates that we get the beta 0, beta 1 to beta p

and sigma that we get is by following this process we try to minimize these numbers,

sum of squared deviations between actual values and predicted values.

(Refer Slide Time: 17:48)

Now, if we want to compute the predicted value for different observations this is how we

can do it. You can see on a screen that ordinary least square on this particular slide. That

given these values x 1, x 2 given these values on predictors x 1, x and x p and since we

have  you know estimated  these  betas  right  these  beta  values.  So,  because  these  are

sample estimates. So, OLS is applied on the sample, we get the sample estimates. So,

these  are  being  represented  by  bar  beta  0  bar,  beta  1  bar.  So,  these  being  sample

estimates. So, we have these numbers and we have the information on the predictors the

values on predictor. So, these are going to be used as per this equation and will get the y

bar that is the predicted value and any difference between actual value that is y and this y

bar that is predicted value that will become the error for that particular record or the

deviation.



So, following this method OLS after applying OLS and computing these estimates this

beta 0 and the standard deviation, we will get we can get unbiased predictions. So, that is

for all the observations the predicted values that we get on an average we can assume

that  these  values  are  going  to  be  closer  to  actual  values,  because  the  idea  was  to

minimize these particular deviation, the idea was to minimize this error and we will also

get a smallest average squared error because that is the method that we have followed,

but certain assumptions should hold true. So, first assumption is about noise follows a

normal distribution.

So, the noise term that we had right in the regression equation it should follow a normal

distribution  or  equivalently  we  can  also  say  that  the  outcome  variable  should  be

following  normal  distribution.  So,  this  is  the  first  assumption.  Now, we require  this

assumption mainly in statistical modeling within a statistical modeling when we build

our model we build it on the same sample and the reliability of the estimates are also

assessed  on  the  same  sample  therefore,  there  is  therefore,  the  estimates  might  not

estimates might lack reliability, because in statistical modeling we are always looking for

a model which best fits the data. So, that might lead to over fitting. So, therefore, the

estimates might not be reliable. So, therefore, we need to draw confidence intervals to

have a range and then we should be able to claim that those values would fall within

those within those ranges.

So, therefore, for us to be able to compute those confidence intervals, those regions we

need to have this first assumption have has to be held true that is noise should follow

normal  distribution  only  then  we  would  be  able  to  arrive  derive  those  confidence

intervals and therefore, we would be able to claim that the those particular estimates

whether it is about the mean of population or anything else they would fall within that

particular range separated value plus that range has estimated using confidence interval.

Now, the second assumption that should hold to true is the linear relationship, it should

hold true. So, the underlying release relationship between the outcome variable and the

set  of  predictors  that  should  hold  true,  that  should  be  linear  and  because  the  first

assumption we can recall that it is about that the relationship between outcome variable

and the set of predictors is following that what is represented in the regression equation.

So, therefore, linear relationship holds true, should hold true otherwise the model would

not be predicting values in a reliable fashion.



Observations are independent, so, observations should be independent all the observation

that we have, the sample that we have, though these observation should be independent

of each other there should not be any dependency and then the last assumption is about

the variability in the outcome variable. So, the variability in the outcome variable should

be same irrespective of the values of the predictors. So, this particular proper property is

also called homoskedasticity. So, this should also hold true that the variability  in the

outcome variable it should be same.

So, if you want to understand that this particular graph that we have, if we look at the

variability of these points the outcome variable which is generally represented on y axis

and the predictors which are generally represented on x axis; if we look at the variability

of these points that remains same you know irrespective of the values that are being

taken on the predictor axis that is on x axis irrespective of the values the if we look at the

variability  that  looks  quite  similar.  So,  this  is  following  that  last  assumption

homoskedasticity and therefore, now we could have if this is held true then we can have

the unwise predictions and the smallest average squared error.

Now, if we look at these assumptions, let us again go back to the assumption the very

first assumption that we talked about the noise follows the normal distribution. This is as

we discussed this is mainly for statistical modeling that because we use the same sample,

but when we talk about data mining approach the partition that we do in data mining

modeling that allows relaxation from the first assumption.

So,  when  we  talk  about  data  mining  of  modeling,  let  us  say  this  particular  bar  is

representing our sample and generally, we partition the sample into 3 sets. So, because of

this partition thing because we are building our model on this particular partition and the

model is assessed on the remaining partitions, either validation partition if it is not part of

the modeling process or the test partitions. So, because of this we do not the estimates

that  we  get  the  performance  of  the  model  is  actually  evaluated  on  performance

evaluation happens on this particular partition.

So, therefore, if the model is giving close enough error values the matrix that we use the

performance matrix, the numbers that we get from performance matrix if they are quite

similar, quite close in both training and validation then probably the model is good and

therefore, because we have used different partitions we do not need to follow the first



assumption that is noise follows the normal distribution, that is, mainly for a statistical

setting  where  we have  just  one sample  and the  same sample  is  used  for  the  model

building exercise the same sample is used for the evaluation exercise. So, there because

the estimates might not be reliable therefore, we need to derive confidence interval. So,

so as we are sure about that our estimates are following within that range. So, as the

same thing is  expressed in the second point  of  this  particular  slide that  in  statistical

modeling  same  sample  is  used  to  fit  the  model  and  assess  to  reliability  therefore,

predictions of new records might lack reliability.

(Refer Slide Time: 26:49)

And,  therefore  first  assumption  that  is  required  to  derive  confidence  interval  for

prediction. Now, let us go through an exercise to understand this particular technique.
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So, the data set that we are going to use for this exercise is this used car data set that we

have used before. In this we have these variables brand. This data is about used car. So,

this is about, the task that we are going to handle is the predict prediction of prices for

used cars and based on this historical information about those used cars. The information

that we have on these used cars as is brand name, the model name, the manufacturing

year, fuel  type; it  could be petrol diesel  or CNG. Then, we have a SR price,  that is

showroom price in lakhs of rupees and then we have km, that is, accumulated kilometres

and thousands of kilometres and then price we have offered sale price in lakhs of rupees

and then the whether the car is manual or automatic that is represented by either 0 or 1,

then the owners number of previous owners and the airbag, number of airbags in the car

and then we have another variable see price that is mainly for the classification task. So,

we would not  be using this  particular  variable  in  our exercise because we would be

applying regression modelling which is generally for prediction tasks.
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So, let us have a look at the data that we have. So, this is the data that we have, as you

can see. We have these variables and around 79 observations. Now, with the help of these

predictors we want to estimate the price of used cars, this is which is there in the this

particular column price.  So, all these variables are going to be used in the modeling

exercise  and  the  price  in  this  case  is  the  already  it  is  the  continuous  variable  or

quantitative variable. So, therefore, we can go ahead with our modeling exercise, there

we can apply regression model. So, we will stop here at this point and we will continue

our discussions from here will our model in the next class, in the next lecture.

Thank you.


