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Lecture — 17
Performance Matrix — Part II ROC/Cut-Off Value

Welcome to the course business analytics and data mining modelling using R. So, last
time we started our discussion on performance matrix. So, before we proceed further I

will do some exercise exercises that are related to what we discussed in the previous

lecture. So, let us open our studio.
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% Tibrary(x1sx) “ 1 clobal I viranment =

3 ### Class Separation: small dataset vs large dataset

4 # sedancar.l¢ i

5 df=read.x1sx(file.choose(), 1, header = T)

6 df=df[, 'apply(is.na(df), 2, all)]

7

8 plot(dfSannual_Income, dfSHousehold_area, las=1,

9 xlab = "Annual Income (3:'lakhs)", ylab = "Household Area (00s ft2)",

10 x1im = ¢(2,12), ylim = ¢(13,25), pch=c(21,19) [as.numeric (dfSownership)])

11 legend("bottomright”, inset = 0.005, c("owner", "Nonowner"),

12 pch = ¢(19,21), cex = 0.7, x.intersp = 0.5, y.intersp = 0.5) Files Plots Packages Help Viewer =0

13

B Exporl

14 # promoffers x1sx

15 dfl-read.x1sx(file.choose(), 1, header = T)

16 df1=dfi[, 'apply(is.na(dfl), 2, all)]

115 (ioplevel) & Weript ¢

Console C:/Usersjuser/Desktop/MOOC January 2018/Dr. Gaurav Dixt/Sesslon 5/
R 15 a collaborative project with many contributors.

Type 'contributors()’ for more information and
‘citation()' on how to cite R or R packages in publications.

Type 'demo()’ for some demos, 'help()' for on-line help, or
‘help.start()" for an HTML browser interface to help

Type 'q()’ to quit R.

> Nibrary(xlsx)

Loading required package: rlava
Loading required package: xlsxjars
>

So, as usual let us load this particular library x Is x. So, that we are able to import the

data set from excel file.

So, again for this particular exercise we are going to use a down car x Is data set, data set
the particular concept that we want to discuss through this exercise is class separation.
Where we, when we started our discussion on class performance sometimes depending
on the data set, sometimes for some data sets it might be easier to apply different

techniques and get the accurate classifications for different observation, sometimes it

might be very difficult because of the data set.



So, let us see this through an example. So, will import this particular data set on car let us

run this code.
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df=df[, 'apply(is.na(df), 2, all)]
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o Homeroun
Type 'demo()' for some demos, 'help()' for on-1
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> library(x1sx)
Loading required package: rlava

Loading required package: x1sxjars

> df=read .x1sx(file.choose(), 1, header = T)

So, this is the data set.
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% Tibrary(x1sx) “ 1 @ clobal I vironment = qQ

3 ### Class Separation: small dataset vs large dataset J pata

4 # sedancar.xlsx 0df 20 obs. of 3 variables [

S df=read.x1sx(file.choose(), 1, header = T)

6 df=df[, lapply(is.na(df), 2, all)]

i

8 plot(dfSannual_income, dfSHousehold_area, las-1,

9 xlab = "Annual Income (3:'lakhs)", ylab = "Household Area (00s ft2)",

10 x1im = ¢(2,12), ylim = ¢(13,25), pch=c(21,19) [as.numeric (dfSownership)])

11 Tlegend("bottomright", inset = 0.005, c("owner", "Nonowner"), |

12 pch = ¢(19,21), cex = 0.7, x.intersp = 0.5, y.intersp = 0.5) | Files Plots Packages Help  Viewer =0

13

| Hppals O

14 # promoffers x1sx
15 dfl-read.x1sx(file.choose(), 1, header = T) |

16 df1=dfi[, !apply(is.na(dfl), 2, all)]

1 {
61 (opleve) ¢ ; waeript ¢ |
Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixlt/Sesslon 5/ =0 \

Type ‘contributors()’ for more information and
‘citation()' on how to cite R or R packages in publications

Type 'demo()’ for some demos, 'help()' for on-line help, or
‘help.start()' for an HTML browser interface to help.
Type 'q0)" to quit R.

> library(x1sx)

Loading required package: riava

Loading required package: x1sxjars

> df=read.x1sx(file.choose(), 1, header = 1)

So, you can see in the data set has been imported 20 observation, 3 particular variables
let us remove the n a columns and we have as we all, as we are already familiar with this

particular data set. So, we are going to plot these 2 values annual income and household

area as we have done before as well let us plot this.
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Now, this particular plot we have created in t s lectures as well, now important point to
note here is despite being a small data set or maybe that is the that is my times the region
also that the classes, there are 2 classes in this data set owner and non owner classes and
there is for clear separation between these 2 classes. So, therefore, it is easier for us to
apply different methods applied you know build the different candidate models and then
a well with the most useful one or to find out the best performing model, right. So, in this
particular data set the job is much easier, but sometimes this situation scenario might be
difficult, might be different for example, in other data set that we have used before as
well the promo offers data set this particular file. So, let us import this one, let us remove
the n a columns, let the data just data has been loaded five thousand observation of 3

variables.
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df=df[, 'apply(is.na(df), 2, all)]

2 -1 adding +

df=read.x1sx(file.choose(), 1, header = T)

plot(dfSannual_tncome, dfSHousehold_Area, las=1,
xlab = "Annual Income (&.'lakhs)", ylab = "Household Area (00s ft2)",

“HRun | O%

Soue *

10 xlim = ¢(2,12), ylim = ¢(13,25), pch=c(21,19) [as.numeric (df Sownership)])
11 legend("bottomright”, inset = 0.005, c("owner", "Nonowner"),
12 pch = ¢(19,21), cex = 0.7, x.intersp = 0.5, y.intersp = 0.5)

14 # promoffers.x1sx

15 dfl=read.x1sx(file.choose(), 1, header = T)

16 Hf1=dfl[, !apply(is.na(dfl), 2, all)]

18 palette()

19 palette(c("gray”, "black"))

20 par(mar=c(4,4,1,1), oma=c(1,1,1,1))
161 (loplevel) &

Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dlxlt/Sesslon 5/

> Tibrary(x1sx)
Loading required package: rlava
Loading required package: xlsxjars

> df=read.x1sx(file.choose(), 1, header = T)

» df=df(, 'apply(is.na(df), 2, al1)]

» plot(df$annual_Income, df$Household_area, las=1,
xlab = "Annual Income (a'lakhs)", ylab = “Household Area (00s ft2)",
xlim = ¢(2,12), ylim = ¢(13,25), pch=c(21,19) [as.numeric(dfSownership)])

+
+

> legend(“bottomright”, inset = 0.005, c(“owner", "Nonowner"),

+ pch = ¢(19,21), cex = 0.7, x.intersp = 0.5, y.intersp = 0.5)
> dfl=read.x1sx(file.choose(), 1, header = 1)
>
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So, earlier data set was 20 observation, 3 variables this one is 5000 observations. So,
much larger data set, now in this let us remove the n a columns and we are going to plot
this particular data set, this plotting we have done in our previous lectures. So, palette
like the last time we had used we had used this gray and black palette that we created, let

us change the margin and outer margin settings and for this particular these 2 variables

income and spending.
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Now, if we zoom in to this particular data set and if we look at other things the points
belonging to different classes you would see that this particular region this, left you
know this left part of this rectangular region blotting region there is homogeneity there is
most of the points belong to or 1 class, but if we look at the right part there is not much
clarity, we have points belonging to class 0 and we have point belonging to class 1. So,
both classes are present to the separation between classes is not very much clear
therefore, when we applied different candidate models on this particular dataset the
performance will have to be, will have to be evaluated mar much closely and we might

not get much improvement in comparison to the benchmark cases.

So, for a classification task point me, for a classification task the class separation is quite
important in the previous lecture we also talked about the classification matrix. So, one
simple example that I had written here is this creation of this classification matrix. So,
this is all a few of our demonstration purpose if you want to create a matrix classification
matrix this is how it can be done. Otherwise if you have, if you have information in 2
variables and they are factor variables then table is the command that could be used to

generate the classification matrix.

So, in the previous session we talked about error and accuracy 2 2 matrix. So, this is how
we can compute them. So, in this particular case you can see the O classified as 1 and one
classified as 0. So, these 2 numbers would actually give the number of miss classification
and this would this particular code will compute the error, similarly accuracy club
records O class 0 classified as class 0 and records of class 1 classified as class 1 and this

will give us the accuracy number.

So, let us go back to our discussion on the performance matrix. So, in the previous
lecture we stopped at this point and so let us start from here. So, when there is a special
class of interest then performance matrix accuracy and error might not be suitable. So, in
that case because we have one special class of interest and we might not be interested in
other class classification, the misclassification error and whether it is on the slightly
higher side or lower side, our focuses on one class in those scenarios we can use these 2

matrix sensitivity and specificity.



(Refer Slide Time: 07:15)

.
PERFORMANCE METRICS

* Performance Metrics in presence of a class of interest

sensitivity = n—nf— = true positive fraction

1104 welid

e h, : ;
specificity = —9-21— = true negative fraction

00" 701

* ROC (receiver operating characteristic) curve

— Used to plot {sensitivity, 1-specificity} points as the cutoff value
increases

— Top left corner points reflect wanted performance

NPTEL ONLINE
@ IIT ROORKEE CERTIFICATION COURSE

So, in this case sensitivity is about identifying true positive fraction. So, the cases the
cases belonging to class 1 how much a particular model is capable enough to identify
such cases, similarly specificity measures the capability of model in terms of identifying

or removing the observation belonging to class 0, as class 0.

So, that is true negative fraction. So, different candidate models can be compared using
these 2 matrix. So, if you look at the name it is names of these matrix sensitivity. So,
whether our model is sensitive enough to identify the true positives right, that is a class 1
observation. So, how much of the what proportion of the class 1 class 1 observations are
being identified by the models, that would be captured in sensitivity. You can look at the
formula as well this is the number n 1 1 divided by n 1 0 plus n 1 1. So, that means,
number, number of observation, number of class 1 observation identified as class 1
observation divided by total number of class 1 observation. Similarly, specificity if we
look at it is true negative fraction wherein the formula is n 0 0 divided by n 0 0 plus n 0
one; that means, the number of class 0 observation identified as class 0 observation out
of total class 0 observation. So, whether the how much, how much capability of the
model can be tested can be evaluated using a specificity is in terms of identifying the true

negatives whether we are able to eliminate the 2 negatives through our model or not.

Now, that brings us to our next discussion on ROC curve that is a receiver operating

characteristic. So, this product curve is generally used to plot sensitivity and 1 minus



specificity points as the cut off value increases. So, for different cut off values we try to
compute these 2 matrix sensitivity and then 1 minus specificity and then we try to plot

them for different cut off values.

So, now, the this particular curve is in a way, the way this particular curve was earlier
used for radio signals in world war 2 wherein the radio signals and the signals that were
received whether a particular signal is identifying a enemy ship or tank that. So, that was
identified through a blip in the screen. So, that is where this name is coming from
receiver operating characteristic, but this particular curve can be used is being used in
multiple domains especially in and to solve analytics problem and especially statistical

modelling or data mining modelling is being done.

So, top left corner of this particular plot as we will see through an exercise reflects the
required performance, the desired performance that we want from our model. So, let us

open our excel file that we used in the last session.
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So, here as you can see in the previous lecture we created this one variable table where
we computed accuracy number and overall error for different cut off values, similarly we
can compute sensitivity and specificity for different cut off values. So, you can see the

values here and you can see how these are being computed.



So, you can see that it is the owner classified as owner that number, number of owners
classified as owner divided by a number of owner classified as owner plus number of
owner classified as non owner. So, that is the fraction that is how this sensitivity is being
calculated, similarly if we look at the specificity this is actually the number of non
owners being classified as non owner divided by the total number of non owners so that
is how we are computing this. Now, one variable table can actually be, can actually be
can actually be computed using these 2 formulas. So, you can see that I have already
created this one variable table and for different cut off values you can check these

numbers. So, [ will be were talking about the ROC curve.
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So, this particular data set can be this particular data that we have just generated can be
used to create our ROC curve. So, we have taken out this particular data and copied here
in a different worksheet right. Now, this data set will import into R and will create our
ROC curve, in the meanwhile the previous table that we had created in the previous

lecture this accuracy and overall error.

So, one product a plot has been created here, but between accuracy for different cut off
values if we look at the cut off values, they are plotted in the in the in the x axis and the
accuracy numbers and also error numbers they are plotted because error being 1 minus a
accuracy they are plotted here in the y axis. You can see for the example that we had

discussed in the previous lecture that this is how as we go as we move from where cut off



value of 0 towards around 0.5 and the accuracy keeps on increasing and if we look at this

range from 0.4 to 0.8 the accuracy is stable around 0.8 values.

So, a bit fluctuation, but in a way is stable around 0.8 value in this particular region and
then again as the cut off value further increases this particular value goes down. So, this
is what the data that we had created, the graphic representation of the same. So, now, let
us open our studio and will import this sensitivity and specificity data that we have just

created. So, let us import this file, you can see 20 one observation 3 variables.

So, let us remove the n a columns and also n a rows here so that has been removed now
what we are interested in we are we want to create an ROC curve. So, ROC curve is with
me sensitivity and 1 minus specificity. So, therefore, let us compute that so the data
frame that we have is. So, we have cut off value then this number 1 minus specificity and
then sensitivity. So, this particular data frame has been ordered by cut off value. So, cut

off value.
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Let us do this code, we look at the output you would see that is starting from cut off
value of 1 and then it as the value goes down different numbers for sensitivity and 1 1 is

specificity have been created have been computed.

Now, these numbers would be plotted to create ROC curve. So, let us create this

particular plot. So, as we talked about that ROC curve plots, ROC curve plots.
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So, the sensitivity and 1 minus is specificity points you can see this has the be look at the
again, if we look at the output again for cut off value of 1 and both these values are going
to be 0 and 0. So, therefore, you can see the first point is here then for cut off value of

0.95 you can see this value is x value is 0 and the y value is 0.83.

So, therefore, you see this similarly for as we this particular number decreases you would
see that sensitivity value keeps on increasing and that is reflected in the plot. So,
therefore, as the cut off value moves towards 0.5 from 1 from the value of 1 the model
improves in identifying the true positives. So, more true positives are being identified
being identified as we move cut off value from 1 to 1 towards 0.5 as this cut off value
decreases from 1. So, the sensitivity value has been improving right, as we move further
right as we move further you would see that from here if we move further you would see
1 minus a specificity, this value is again some value is there and you would see that this
value is also increasing as we move further. So, that means, 1 negatives, 2 negatives as
we discussed, 2 negatives as we discussed more false negatives are being identified right
in this particular model in this particular plot. So, as we move further the sensitivity
improves further. So, as we keep on changing the cut off value sensitivity moves, some
sensitivity increase further, but at the expense of false negative values. So, we gain we
gain in terms of identifying more ones, but that comes at the expense of misclassifying

more Os so, but the overall sensitivity keeps on increasing.



So, we are interested in this top left corner this is the desirable this is the desirable
performance of a model that we want. So, because we are interested in identifying more
ones, therefore, top left corner we are interested in this particular region. If we look at the
particular 0.5 value at what which point is actually reflecting that value you we can see
that, 11 value is reflecting the 0.5 cut off value. Wherein this true negative false negative
rate is 0.116 and we can, we can see that sensitivity is 0.83 at 0.5, if we look further than

the maximum, we look further then the false negative rate increases quite significantly.

So, therefore, as we talked about we would like to identify the model which is in this top
left region and not go more into the right direction. So, therefore, this is the model
corresponding to a 0.5 cut off value, if we look at the number of 0.16 is on the x axis
0.16 on x axis. So, it would be I think this point and then you have 0.83, yes. So, this is
the point corresponding to 0.5 cut off value and lies in the top left region. So, probably
for the cut off value of 0.5 we are getting good a good enough performance even for you
know using these matrix sensitivity and specificity to have a. So, these were the points to
have the actual ROC curve that is generally used, we can change the type of plot from

point plotting to step plot plotting.
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So, generally step plots are used for ROC curves this is the plot you can se,e till at till

few cut off values few changes in cut off values starting as it decreases from one, the



sensitivity keeps on decreasing sensitivity keeps on increasing as and as the cut off value

decreases further, right.
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There is some false negatives are also, some false negatives are also being identified by
the model classified by the model right as we move further, further we see some jump in
sensitivity, but more false negatives are being classified by the model. So, this is the
ROC curve that we want we can draw the reference line. So, this is the reference line

representing the average case scenario.

So, this reference line representing the average case scenarios and this particular line
representing the ROC curve. So, let us go back to our discussion, now another interesting
point that we can understand from this exercise is that while we want to identify when
we have a special class of interest we want to identify more of class 1 members because
the idea in a business context is generally for example, whether the customer is going to
respond to a particular a promotion offer or not. So, in that case we would like to have all
those customers which are having higher probability as estimated by the model and mail
them our offer. So, therefore, creation of a rank ordering of records with respect to our

class of interest becomes more practical.

So, how that can be done? How different plots and different mechanisms can be used to
do that, to rank on ordering of records for class of interest this could be done based on

the estimated probabilities of class membership. So, the records which are having the



highest probability of belonging to a special class of interest they can be taken. So, all
those records can we take in first and so that they can be the promotion offering can we
send and can be mailed to them first right. So, the lift car, lift curve is there which can
actually be used to display the effectiveness of the model in rank ordering the cases right.
So, the selected model that we might have we can draw a lift to curve for the same and

then find out how effective it is in terms of rank ordering the cases.

So, how it is actually constructed once you have build your model on the training
partition you can have your valuation partition scores and using these scores the
estimated probability is number we can actually construct our lift curve. Now, the
effectiveness of model can generally is, generally is seen using these this particular curve
cumulate elliptic curve wherein depending on the probability we look at the cumulative
number of records which can actually be, which are actually going to belong to class 1
class of interest this cumulative elliptic curve is also called gains chart. So, this is
actually used to plot cumulative number of cases on x axis and cumulative number of

true positive cases on y axis.

So, this particular the plot displays the lift value of the model for a given number of
cases. So, for a given number of cases the lift value of the model is displayed with
respect to random selection. So, if we just rely on the probability value of class
membership. So, let us say if there are 20 observation and ten belong to one particular
class class of 1. So, therefore, probability of a particular record belonging to the class 1 is
going to be ten divided by 20 all right so that is going to be 0.5. So, if we do random
selection how much more our model is going to help us in terms of identifying those
cases as belonging to class one how much lift in comparison to this random selection this
average scenario is going to be given by our model. So, that we can do through

cumulative lift chart or gains chart. So, we will do again discuss this through an exercise.

(Refer Slide Time: 26:06)
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So, let us open our excel file, now if we look at the this particular same data, the same 24
observation and their estimated probability values can be seen here, we also have actual
class corresponding to each record right. So, what we want to compute is the cumulative
actual class. So, for now let us look at this. So, the these probabilities are pre arranged
from. So, in decreasing order. So, the record with the highest probability or belonging to
class one is first and then it is followed by records with slightly you know in decreasing
order having probability values in decreasing order and then the actual class membership

is there.

So, if we look at the cumulative actual class for the first record we have 1, once we get
the second record which is also then the number the cumulative number of records
belonging to actual class will be 2. So, in this fashion will continue till we have actual
class as identified as 1 now when we come to the first record which is misclassified 0,
but if you look at we look at the probability a value it is more than 0.5 which actually
0.686, but it has been miss, but it is going to be misclassified, but it is going to be
classified as a record long to class 1, but it is actually class 0. So, we do not add this
particular. So, this there is not going to be no addition in the cumulative actual class this
will remain 7 then in the same fashion will give on and will keep on accumulating these

numbers.

So, once we have prepared this particular data then we can go ahead and create our plot.
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So, let us open our studio. So, first let us import this particular data, you can see 24
observation, 4 variables. Let us remove the n a columns let us look at the range of this
particular new variable cumulative actual class and range. So, we have we know that we
have 24 observation. So, the plot is going to be between number of cases on x axis and
the cumulative actual class number on y axis. So, let execute this code and you would

see the plot has been generated.
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Now, let us also plot the reference line. So, that being that is the reference line. So, now,
from this, from this ref reference from now this particular lift this particular cumulative
lift curve or gains chart has been generated. Let us also create the legend and few other
lines, now let us look at the plot now you can see this is the dotted line represents the
cumulative ones using random selection. So, if we randomly select and rely on
probability value this is the line then the actual line is cumulative one sorted by predicted
values right. So, we will stop here and will continue our discussion and try to interpret

this particular gain chart in the next lecture.

Thank you.



