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Dr. Gaurav Dixit
Department of Management Studies
Indian Institute of Technology, Roorkee

Lecture — 10
Visualization Techniques- Part IV

Multiple Panel Plotting

Welcome to the course Business Analytics and Data Mining Modelling Using R. So, in
the previous lecture, we were discussing visualization techniques and we were in
particular we were discussing a multiple panels. So, let us go back and restart our

discussion from the same points let us go back to our studio.
So, last time.
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155 box("plot")
156 Tlegend(“topright", inset = 0.005, c("Trans=0"), bty = "n", cex = 1)
157 mrext("avg(Price)", side = 2, line = 2.2, cex = 0.7, adj = 0)
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159 barplot(avgprice2, names.arg-Age_groups, xlab = ", ylab = ", ol
160 ylim = ¢(0,9))
161 box("plot")
162 mtext("Age], side = 1, line = 2.2, cex = 0.7)
163 Tegend(“topright"”, inset = 0.005, c("Trans=1"), bty = "n", cex = 1)
164 Flles  Plots  Packages Help  Viewer (m]
165 # scatterpflot matrix (all pairwise scatterplots) =
166 pairs(~ SR_Price + KM + Price + Age, data = dfl) &1 xport ¥
167

168 # Rescaling (to overcome crowding of points near axes)
169 par(mfrow=c(2,2), cex=0.6, mar=c(3,3,0,0), oma=c(l,1,1,1)) &
10511 (lopleve) weript 2

Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixit/Sesslon 3/ =0

You are welcome to redistribute it under certain conditions.
Type 'license()' or 'licence()' for distribution details

R is a collaborative project with many contributors.
Type 'contributors()’ for more information and
‘citation()"' on how to cite R or R packages in publications.

Type 'demo()' for some demos, ‘help()' for on-line help, or
‘help.start()' for an HTML browser interface to help.
Type 'q()’ to quit R

> L

So, at the end of the lecture we were we were trying to cover separate panel for each
groups. So, that I think we were able to complete and now today in this lecture let us
move to scatter plot matrix. So, scatter plot matrix can be really useful in situations
where you have a many numerical variables and you are trying to understand in different
relationship between different pairs of a variables that could that is going to be useful for
prediction task and supervised learning supervised learning prediction and classification

task in supervised learning methods.



And in and in case of unsupervised learning methods it could be useful in understanding
the information overlapped between 2 variables. So, if we get to see in one go and the
relationship between different variables our visual perception can be much better

specially in some situations.

So, the data set that we are going to use is the same one the users curve data set. So,
again because we are starting a fresh so we need to import this particular data set again.
So, let us do this let us reload this library. So, let us import the this this particular data

set.

You can see the data set has been imported 79 observations of 11 variables that is visible

in the environment section.

(Refer Slide Time: 02:18)

& project (Non) ©

[ environment  History =0

AR | 5% [ #souce @ B oot s | liae @]
" e “ 1 @ clobal i nvironment = Q |
n", yaxt="n") 2

as=2)

e ] Tine=s.5) e
lezatpe (b 3 cew | J=3.0)
J

2 par()Sma;

29 #usedcars.xlsx

30 dfl=read.x1sx(file.choose(), 1, header = T) Flles Plots Packages Help  Viewer =0
31 dfl=dfl[, !apply(is.na(dfl), 2, all)]
32 | xport +

33 Age=2017-df15mfg_vear

34 dfl=cbind(dfl, Age)

3 dAffhadf1 -
N1 (loplevel) = weript 2

Console C:/Users/user/Desktop/MOOC January 2018/0r. Gaurav Dixit/Sesslon 3/ ® -0

Type 'contributors()' for more infornation and
‘citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
‘help.start()" for an HTML browser interface to help.
Type 'q()" to quit R.

> library(x1sx)

Loading required package: rlava

Loading required package: x1sxjars

> dfl=read.x1sx(file.choose(), 1, header = T)

Now, let us also compute these age variables some of the things that let us also take full
backup of this particular data frame that we are going to require later on the in this
lecture. And first 3 observation as we understood in the previous lectures might not be
were not important for some of the initial visualization techniques that we discussed once

this is done.

In the previous sessions, we also identified one observation that we wanted to get rid of.
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164 values
165 # scatterplot matrix (all pairwise scatterplots)
166 pairs(~ SR_Price + KM + Price + Age, data = dfl) Age num [1:79] 45649563
167
168 | Rescaling (to overcome crowding of points near axes)
169 par(nfrow=c(2,2), cex=0.6, mar=c(3,3,0,0), oma=c(1,1,1,1)) () R (275 (20| U5 =0
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Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixit/Sesslon 3/ =0 EIERET o
> dfl=df1[, 'apply(is.na(dfl), 2, all)] ‘ H g

> Age=2017-df 1$MFg_vear B W K m q

> dfl=cbind(df1, Age) EE 2 i

> dffb=dfl
» dfi=df1[,-c(1,2,3)]
> df1[df1SPrice>70,]

Fuel_type SR_Price KM Price Transmission Owners Airbag C_Price Age
23 Diesel 1619 72 i i i g L
> dfb=dfl
> dfl=df1[-23,]
> pairs(~ SR_Price + kM + Price + Age, data = dfl)
>

172 range(dflSprice) ‘
|
|
|

So, a let us do the same today’s well backup in eliminating the observation, now we can
now we are ready to start with scatter plot matrix. So, let us go back to a scatter plot
matrix yes. So, as discussed is scatter plot matrix can be useful to understand the

relationships and information overlap.

So, now you can see we have a selected a 4 key a numerical variables continuous
variable for scatter plot matrix as we understood in the previous lecture, that the for
scatter plots both the a variables a variables that are going to be on x axis and y axis are
supposed to be numerical variable. So, therefore, you can see S R Price kilometre and
Price and age these 4 numerical variables can be used to create a to generate a scatter

plot matrix. So, let us execute this code.

You can see the graphic here has been converted created let us zoom in.
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Now, here you can see the you can see in the diagonal in the in the in the diagonal
rectangles right in the diagonal boxes, you would see the minimum the variables that
have been used to create this particular scatter plot matrix S R Price K M Price and Age
you can the function that we have used to a generate this particular matrix is pairs. So, in
this pairs function we have to pass on this formula in the formula you have to mention
the name of the variables you know which are going to be used to create this scatter plot

and then the data.

So, let us go back. So, for example, if you are interest interested in this particular this
particular graphic then the y axis is going to be S R Price which is in the same row S R
Price and the x axis is going to be represented by K M which is in the same column. So,
x axis is K M and the y axis is S R Price. Similarly if you are interested in this particular
graph then we would see that age is age variable, which is in the same row is going to be
represented on the y axis and S R Price is going to represent the x axis while it is in the
same column. So, that is how you can understand which variables are there in x axis and

y axis.

Now, you can look at different plots and you can try to understand the relationship
between them for example, this particular plot you can see this is between S R Price and
price. So, you can see a linear kind of relationship is visible there see more majority of

the points if you pass a line through the majority of points it is going to be a linear line



all right it is going to be a linear line. So, therefore, the relationship now you can
understand from the variable variables itself that S R Price and Price both are based on
prices therefore, there is going there is supposed to be a linear relationship. So, that is

very visible in the data itself.

Now, if you if you are interested in kilometre and versus Price you can see this particular
plot. So, K M and Price you can see most of the points they are clubbed here in this
particular group. So, there does not seem to be much difference of you know you know
much difference of Price on kilometre, we can also look at this particular graph in this
case Price is on a y axis and K M is on x axis because Price is ever outcome variable of
interest this is this particular plot is of more interest to us. So, here you can see the you
know K M could be represented by this for particular data could be represented by
horizontal line that actually you know signifying that there is not much of influence of K
M on in determining Price similarly there are different plots and different kinds of

relationship can be seen over there.

Now, if we if for example, if we are interested in some few other plots for example, Price
and let say Price and age and this particular graph you would see that because the age is
being represented by few numbers only. So, therefore, you would see for particular is
cars of different prices are depicted here similarly also different. So, it is look like a bar

chart bar chart kind of plot.

So, for different age group for different age numbers cars of different prices are being
shown there by different point’s data points. So, this particular these this particular
scatter plot this kind of a scatter plot matrix can really be useful in terms of finding many
relationship understanding many relationship, it can help us in finding a new variables it
can also helps us in understanding the interaction terms if required it can also help us in
grouping some of the categories it can also help us in you know sub setting the model.
So, running a model on a on a subset of the full data set. So, those kind of things can

actually be identified using these plots.

Now, let us move to our a next point let us go back to the slide.
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So, next we are going to discuss is discuss these operations aggregation rescaling and
interactivity. So, these operations can sometimes be really useful for the same things that
we have been talking about. So, let us start with rescaling. So, let us go back to r studio
again. So, rescaling can be really helpful we if there are crowding of crowding of points
near axis in a near axis whether it is x axis or y axis if there are many points which are

crowded near those axis near those axis.

So, therefore, we can do rescaling of x axis and y axis and get a better look of the data.
So, how let see through an example. So, in this so now we are going to create 4 plots 4
back to back plots. So, therefore, we are trying to we are trying to divide our plotting
area plotting region into 2 rows and 2 columns. So, 4 plots are going to be created and
we have appropriately we have changed other settings like margin outer margin and this

size of font and size of different text and numbers.

So, let us run this. So, first particular rescaling that first particular example is between a

for is scatter plot between kilometre and price. So, let us again have a look at the range.
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163 Tegend("topright”, inset = 0.005, c("Trans=1"), bty = "n", céx = 1)

164
165
166
167
168
169
170
171
172
173
174

# scatterplot matrix (all pairwise scatterplots)
pairs(~ SR_Price + KM + Price + Age, data = df1)

# Rescaling (to overcone crowding of points near axes)
par(mfrow=c(2,2), cex=0.6, mar=c(3,3,0,0), oma=c(1,1,1,1))

range (df15km)

range (df1SPrice)

plot(df1sku, dflSprice, x1im = c(0,180), ylim = ¢(0,15),
B

xlab="", ylab=

175 mtext("kM", side = 1, line = 2, cex = 0.6)

176 mrext("price”, side = 2, line = 2, cex = 0.6)

177

178 # log scale

170 nlar(df1lum  Afl1Sorira  lan = "vu'"  vlim = 710 1000
1781 (jop level) &

Console C:/Users/user/Desktop/MOOC January 2018/0. Gaurav Dixtt/Sesslon 3/
> df1[df1SpPrices70,]

2

Fuel_type SR_Price KM Price Transmission owners Airbag C_Price Age
Diesel 7 il 1 il i3
> dfb=dfl

116 19

» dfi=df1[-23,]

> pairs(~ SR_Price + kM + Price + Age, data = dfl)

> par(mfrow=c(2,2), cex=0.6, mar=c(3,3,0,0), oma=c(1,1,1,1))
> range(df15km)

(1 27.5 167.0

> range(df1$price)

[l 11513555

>
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(Boue »| = | @ F Brimportiaiaset + | iiwe | &
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Data
0dfl 78 obs. of 9 variables @
0 dfb 79 obs. of 9 variables )
O dffb 79 obs. of 12 variables [
= values
Age num [1:79] 45649563

K project o) =

Flles Plots  pPackages  Help  Viewer

2 soom

=0|

Hiporre 0 Gowuviich +

Rcript &

=0

You can as you already know that range can be use to a specify the x axis x limit and the

y limit in the plot function. So, you can see the appropriately the limits have been

specified.

Now, let us run this particular plot you would see because as I said we wanted to you

know we wanted to generate 4 plots in the same you know plot area.
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pairs(~ SR_Price + KM + Price + Age, data = dfl)

# Rescaling (to overcome crowding of points near axes)
par (mfrow=c(2,2), cex=0.6, mar=c(3,3,0,0), oma=c(1,1,1,1))

range (df15kM)

range(df1Sprice)

plot(dfiskm, dflsprice, x1im = c(0,180), ylim = c(0,15),
xlab="", ylab:

meext("kM", side = 1, line = 2, cex = 0.6)

mtext("Price”, side = 2, line = 2, cex = 0.6)

¥ log scale
plot(dflskm, dflsprice, log

ylim = ¢(0.1,100), xax
axis(1, at=c(10,100,1000),

Console C:/Users/user/Deskiop/MOOC January 2018/0r. Gauray Dixit/Sesslon 3/

> dfl=

df1(-23,]

> pairs(~ SR_Price + KM + Price + Age, data = dfl)

> par(nfrow=c(2,2), cex=0.6, mar=c(3,3,0,0), oma=c(1,1,1,1))
> range(df1$km)

(1) 27.5 167.0

» range(dfl$price)

[L]RRII5813755)

» mtext (K"

df xlin = ¢(0,180), ylim = ¢(0,15),
y1
side = 1, line = 2, cex = 0.6)

» mtext("Price”, side = 2, line = 2, cex = 0.6)
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So, therefore, you can see one fourth of the one fourth of the area has been taken by the
first plot. Now let us create the axis labels we can see Price verses kilometre and you can
also see the points. Now if we want to zoom into this particular plot though we have
talked about this plot many times that there is not much influence of K M on price, but if
you want to have a much closer look if you want to have much closer look then scaling

can be really useful.
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How we will see. So, let us change this scale of x axis and y axis into log scale. So, when
we talk about this log scaling we are essentially changing the spacing of points on x axis
and y axis. So, points are not going to be equally spaced in x axis and y axis they are
going to follow the logarithmic log base is you know scaling and is spacing would be
accordingly changed. So, how that can be done so in the plot function in r there is this
argument log which can be actually which can be used to do the perform different kinds
of scaling for example, if you if you just want to change the scaling for x axis. So, we
can say log we can assign log as x and then if you if you just want to scale y axis then y
can be a log can be assigned the y axis if you want to change both the axis then that that
is the case that we are doing here right now. So, we have to say x y. So, this is between K

M and price.

Now, let us talk about the limits now limits as you as in the previous plot we had used 0

to 180 for x axis. Now in case of log in case of log you would see that this is 10 to 10 10



to 1000 reason being that is the reason being that 180 is more than 100 and the next you
know spacing point appropriately spacing point in a log is scale is going to be 1000. So,

it is going to be like 1 10 100 and 1000 or in the other direction 1.1.0.01 in that sense.

So, therefore, we have to make sure that the all the values are within the range. So,
appropriate limit for the for the values to lie in the in the in the plot region this could be
appropriate 10 to 1000 for 0 and 180. Similarly 0 to 15 we can have 0.1 2 100. Let us
execute this particular line you can see now the visibility of all these points is much clear
and this is mainly because of the spacing change in a scale and they are and thereby

change in spacing of points in x axis and y axis.
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180 ylim = ¢(0.1,100), xaxt="n", yaxt="n", xlab="", ylab="")
181 axis(1, at=c(10,100,1000), Age num [1:79] 45649563 ‘
182 Tabels = ¢("10","100","1000"))
183 axis(2, at=c(0.1 100) Flles  plots Help  Viewer
184 Tabels = ¢("0.1","1","10",100")) = Lot
185 mrext("kM", side = 1, line = 2, cex = 0.6) @ B room  Eigon s 0 f vt + (4
186 mrext("price”, side = 2, line = 2, cex = 0.6) o 8 |
187 b il
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Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixlt/Sesslon 3/ =0 }3’ e
[1]1 l.li 13.55f ; ! il o e [ - )
» plot(df1$km, dfl$price, x1im = c(0,180), ylim = c(0,15),
+ xlab="", ylab="") LI 10 0 1000

> mtext("kn", side = 1, line = 2, cex = 0.6)

> mtext("Price”, side = 2, line = 2, cex = 0.6)

> plot(dflSkm, dflSprice, log = "xy", xlim = ¢(10,1000),

+ ylim = ¢(0.1,100), xaxt="n", yaxt="n", xlab="", ylab="")
> axis(l, at=c(10,100,1000),
+ labels = ¢("10","10
> axis(2, at=c(0.1,1,10,100),

+ labels = c("0.1","1","10","100"))

> J

"1000"))

Now, we are trying to recreate both the axis x axis and y axis and we are also trying to re

label these axis now let us zoom in.
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So, now you can compare these 2 plots. So, here the that a that horizontal line that can
that can represent this particular these particular data points is not that much usually, you
know Perceval in in plot 1, but in plot 2 pretty much you can see that this seems to be a
that kind of relationship there is not much this is a horizontal line. So, therefore, there is

not a much influence of K M on price.

So, this is much better visible in this log scale you can see the points this 10 100 and a
1000 you can see the most of the points they were in this range right around 100 20
around from 25 to 100 20. You can see the points are still lying in the in the same range,
but because of the change in the in this is scale and therefore, is spacing of points the
visibility of the of these data points have changed and therefore, we can more easily

perceive the relationships.

So, let us go back and now we are going to create a box plot and try to understand how
the scaling rescaling can actually be really it can be helpful in case of a box plot. So, this
is this in this for this example we are using this data frame which we had taken backup.
So, in this in why we are taking this particular data frame we had eliminated the one
particular out lier point in the data frame 1 d f 1 now we wanted back so that the

importance of rescaling could be emphasized in much better manner.

We will see that.
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188 range(dfbsprice) ~ values
189 boxplot(dfbsprice ~ dfbSTransmission, ylim = ¢(0,75), xlab="",
190 ylab="") Age num [1:79] 45649563
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Pl ]
Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixit/Sesslon 3/ =0 :‘3’;%‘3 2
+ Tabels = ¢("10","100","1000")) il o S - g
> axis(2, at=c(0.1,1,10,100) 0 % 100 1% 10 100 1000
+ labels = ¢("0.1" 1 o o
> mtext("KM", side = 1, 1i , cex = 0.6)
> mtext("Price”, side = 2, line = 2, cex = 0.6) EE |
> range(dfbserice)
{1 1.15 72.00 1
» boxplot(dfbsprice ~ dfb§Transmission, ylim = c(0,75), xlab="", e
i ylab="") g
> mtext("Trans”, side = 1, line = 2, cex = 0.6) ° —%—
> meext("Price”, side = 2, line = 2, cex = 0.6) 0 1
Trans

>

K project o) +

So, range of this you can see this point is back 72 now we have to change our limits you

can see that. So, this particular box plot is between Price and transmission transmission

being on the x axis being the this being the categorical variable. So, let us plot this this is

the plot let us label the axis now let us zoom in let us have a look at the plot.
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Now, you would see the plot is in this particular case because of this particular

observation you can see one observation lying here, because of this and this observation



in the automatic transmission category because of this observation most of the whole box

has crowded into x axis.

So, therefore, comparison of these 2 boxes is becoming a very very difficult. So,
therefore, rescaling can really be helpful in this particular case. So, what we are going to

do is we will use the log scale.
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188 range(dfbsPrice) " || @ ol mironmene = 2 \
189 boxplot(dfbSprice ~ dfbSTransmission, ylim = ¢(0,75), xlab="", pata
190 ylab="") :
191 mext("Trans”, side = 1, line = 2, cex = 0.6) B B s, 6 O van.ab'les a
192 mtext("price”, side = 2, line = 2, cex = 0.6) 0dfb 79 obs. of 9 variables [
193 0 dffb 79 obs. of 12 variables [
194 # log scale e iea
195 boxplot(dfbSprice ~ dfbSTransmission, log="y", ylim = ¢(0.1,100) L
T bt ylabit™y i IRy N a2l Age num [1:79] 45649563 ‘
197 meext("Trans”, side = 1, line = 2, cex = 0.6)
ig; mtext("Price”, side = 2, line = 2, cex = 0.6) Fias | Piots | Packages || Help | viewer =0
200 # Aggregations, attching a curve, zooming in G Broom Bipons 01§ %o +
201 par(mfrow=c(2,2), cex=0.6, mar=c(2.7,2.5,1,0.5), oma=c(0,0,0,0)) |
202 | CF
203 # plotl A A a i
201 (op 1evel) [useiprsfl 1 ., ] cndht
E.. e | u"ﬂ ¢
Console C:/Users/user/Desktop/MOOC January 2018/Or. Gauray Dixit/Sesslon 3/ =0 Y 3’ s Y |
> mrext("price”, side = 2, line = 2, cex = 0.6) o ° b 3
> range(dfb$price) T T T T
(1) 1.15 72.00 0 % 100 1% 10 00 1000
i i ™
> boxplot(dfbserice ~ dfbSTransmission, ylim = ¢(0,75), xlab="", D J e
@ ylab="") 2 .
> mtext("Trans”, side = 1, line = 2, cex = 0.6) Flal == :
> mtext("Price”, side = 2, line = 2, cex = 0.6) 25 ] gu == %
> boxplot(dfbsprice ~ dfbSTransmission, Tog="y", ylim = ¢(0.1,100), g -3 ==
+ xlab="", ylab="") —-—
» mtext("Trans”, $ide = 1, line = 2, cox = 0.6) | opdlee—=e sl .
> mtext("Price", side = 2, line = 2, cex = 0.6) o 1 1
> e Trans Trans

See the log y has been selected because now only the y is the a numerical variable. So,
therefore, only there rescaling is rescaling is required and y limit have been changed
appropriately. So, that it covers all the data points you can see 0 75 is very well very well
within this particular range and let us execute this code you would see a plot has been

created let us label the axis.
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Now, you see the boxes are looking much better and the comparison could be easily
performed. Now the point which was outlier now you can see the spacing between this
particular point and the a box plot the main box plot has changed to a great extent and

this is the result of scaling now comparison could be easily done.

So, this could be the benefit of rescaling in some situations were crowding happens. So,
next discussion point is on aggregations attaching a curve and zooming in. So, we will go
through some of the examples and we will see how aggregations and curve how we can
append a curve or add a curve to the existing plot and how we can zoom in and how it

can actually help us in doing some of the visual analysis task.
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07 svisual it x =] Environment  History =0 |
A 0N suemse | Q 2o/ 8 - hon 5% [Bsoue v = | @B oot - | i+ | @]
% Tibrary(x]sx) | 8 clobal i ironment « Q [
3 #Bicycleridership.xlsx pata A
4 df-read.x1sx(file.choose(), 1, header = T) 0 df 159 obs. of 2 variables [
5 df=df[, lapply(is.na(df), 2, all)] 0dfL 78 obs. of 9 variables [
6 head(df) .
7 0 dfb 79 obs. of 9 variables [
8 Prine Graph 0 dffb 79 obs. of 12 variables [J
9 tsvets(dfSRiders, start=c(2004, 1), end=c(2017, 3), frequency=12) values |
10 plot(tsv, xlab="vear", ylab="Riders", las=2) #las: styling for axis labels Py PP T I W W W
11
12 atl-seq(as.Date("2004-01-01"), as.Date("2017-03-01"), by = "2 years") Flles  Plots  Packages Help Viewer =0

13 labelsl=format(atl, "%b-%y")

14 at2=format(atl, "%v")

15

16 # maRGIN on four sides of the plot
17_nar()Smar 4 nunher of lines -
K1 (lop level) + iseript < |1 &

& B room | B e O % wbien »
3. |

e °

o= s Zfae
]
Console C./Users/user/Desktop/MOOC January 2018/Dr. Gaurav DIxt/Sesslon 3/ =0 % =
> par(mfrow=c(2,2), cex=0.6, mar=c(2.7,2.5,1,0.5), oma=c(0,0,0,0)) 7 %
> df=read x1sx(file.choose(), 1, header = T) 2
> df=df[, lapplyCis.na(df), 2, al)] s o
> head(df) 5 o
Month. Year Riders 4
12004-01-01 3710
2 2004-02-01 3626 194
3 2004-03-01 3975
4 2004-04-01 3815
5 2004-05-01 3976

5

P
e-

6 2004-06-01 3868 R ] 1 0 1

> d

So, let us. So, again we are going to a create 4 back to back plot. So, the similar
parameter the par function has been you know specified and called appropriately you can
see 2 and 2 2 rows 2 columns and a margins have also been specified. So, that we are
able to use the plotting region effectively. Now our first plot is now for the in this
particular case we are going to use the time series data that riders data that, we had
earlier used. So, let us import that particular data set bicycle ridership dot xIsx you can
this particular data set is the time series data the first variable being from month and year
the time scale related information and the number of riders for every month and this

covering years from 2004 to 2017.

Let us also create this time series vector that we are going to require later on let us also

create these variables at 1 labels at 2.
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193 . C
200 # Aggregations, attching a curve, zooming in A3 clobal | vironmen « 2 |
201 par(nfrow=c(2,2), cex=0.6, mar=c(2.7,2.5,1,0.5), oma=c(0,0,0,0)) 0dfl 78 obs. of 9 variables (]
ggg it 0dfb 79 obs. of 9 variables [ ‘
Plot
204 plot(tsy, xaxt="n", yaxt="n") O dffb 79 obs. of 12 variables [}
205 axis(l, at-at2, labels=format(atl, "%d/#m/%v"), cex.axis=0.8) values b
206 axis(2, cex.axis=0.8) Age num [1:79] 4 564956 3.
207 nmtext(side=1, text="Month", line=2, cex = 0.6) ol aul pate[1:7], format: "2004-0
208 mrext(side=2, text="Riders", line=1.7, cex = 0.6) at2 chr [1:7) "2004" "2006" "2. -
209 title(main="overlaying a Quadratic curve on Raw Series”, adj=0,
gﬂ cex.main = 0.9) Fles Plots  packages Help  Viewer =0
212 [lines(lowess(tsv), col="red") & B room B e O % wbich »
213 1
214 t=seq(l, Tength(dfsmonth), by=1) §
215 tsgett 5
N2 (lop level) ¢ Ieript < |18
E
Console C./Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixt/Sesslon 3/ =0
> tsvats(dfSriders, start=c(2004, 1), end=c(2017, 3), frequency=12) o ]

> atl=seq(as.Date("2004-01-01"), as.bate("'2017-03-01"), by = "2 years")
> labelsl=format(atl, "%b-%v")

> at2=format(atl, "%v")

> plot(tsv, xaxt="n", yaxt="n")

> axis(l, at=at2, labels=format(atl, "%d/%m/%Y"), cex.axis=0.8)

> ax1s(2, cex.ax1s=0.8)

> mtext(side=l, text="Month", line=2, cex = 0.6)

> mtext(side=2, text="Riders", line=1.7, cex = 0.6)

> title(main="overlaying a quadratic curve on Raw Series", adj=0,

+ cex.main = 0.9)

> i

0N OO N
Month

Now, let us go back to aggregations yes now once this we have created the time series
vector now let us plot. So, this plotting we have done before you can see the time series
has been plotted one fourth of the plotting region has been covered. So, because we are
going to plot 4 back to back graphs. So, let us recreate the axis. So, X axis you can see
aggregation the code that we are using that is you can understand the kind of labelling
that we are doing right, now you can see a day month and year and the same is depicted
in the plot. So, labels have been changed let us recreate the axis y axis this is mainly

being done to accommodate to have the access and also to be to able to accommodate 4 4

graphs in the plotting region.

Now, let us label the both the axis month and riders we are also going to provide a
appropriate title, because we are in this particular in this particular example we are going
to add a append or attach a curve on raw series. So, raw series is displayed now this is
the title you can see a title has been displayed there now lines is one function that can

actually be used to create a to create a curve.

So, therefore, if you are interested in finding more information on lines you can go into
the help section you can see add connected line segments to a plot this is a generic

function.
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Q.- 8 [A corofie [+ nddins = K project o) =
07 svisual x =[] Environment  History =0 |
Al Gn sucasn | Q oG - Ehun | 3% Bsoue | = | @ B | @it + | f i | @|
199 . Y
200 # Aggregations, attching a curve, zooming in ) clobal | vironment = =
201 par(nfrow=c(2,2), cex=0.6, mar=c(2.7,2.5,1,0.5), oma=c(0,0,0,0)) 0dfl 78 obs. of 9 variables (] -
202 0dfb 79 obs. of 9 variables [
LUy Florl Odffb 79 obs. of 12 variables [
204 plot(tsv, xaxt="n", yaxt="n") c
205 axis(l, at=at2, labels=format(atl, "%d/%m/%¥"), cex.axis=0.8) values =l
206 axis(2, cex.axis=0.8) Age num [1:79] 4 564956 3.
207 nmtext(side=1, text="Month", line=2, cex = 0.6) i atl pate[1:7], format: "2004-0
208 mtext(side=2, text="Riders”, line=1.7, cex = 0.6) at2 chr [1:7) "2004" "2006" "2. -|
209 title(main="overlaying a Quadratic curve on Raw Series”, adj=0,
gﬂ cex.main = 0.9) Fles plots padages Help  Viewer =0
212 lines(lowess(tsv), col="red") ¢ 8 A A lowess 0@
23 It Scatter lof Smoothing » | ¢ |
214 t=seq(l, length(dfSmonth), by=1) A
ISR tsqetit “| lowess {stals) R Documentation #
N217 (loplevel) 3 W eript 3
oSG ORk5 WOOE ahikry 2014/ GRGR DN SEdon 37 =111 Scatter Plot Smoothing [
> tsv=ts(dfSriders, start=c(2004, 1), end=c(2017, 3), frequency=12) ¢
> atl=seq(as.Date("2004-01-01"), as.pate("'2017-03-01"), by = "2 years")
> Tabelsl=Format (atl, "%b-¥1") Description
> at2=format(atl, "%Y") .
> plot(tsv, xaxt="n", yaxt="n") This function performs the computations for the
» axis(l, at=at2, labels=format(atl, “%d/%m/%Y"), cex.axis=0.8) LOWESS smoother which uses locally-weighted
> axis(2, cex.ax1s=0.8) polynomial regression (see the references)
> meext(side=l, text="Month", line=2, cex = 0.6)
> mtext(side=2, text="Riders", line=1.7, cex = 0.6) Usage
> title(main="overlaying a quadratic curve on Raw Series", adj=0,
+ cex.main = 0.9) d lowess(x, y  NULL, £ 2/3, iter 3, de
| g

>

So, you have you will have to provide the coordinates x and y. Now in this particular
case we are providing the those coordinates using low lowest function the lowest
function let us find out. So, lowest function is actually a smoother scatter plot smoothing

function. So, it has actually takes the same x y points.

So, these points have are being taken from the time series vectors and the lowest is
applying some computations related to our lowest smoother and we are going to get a
smooth line added to the plot. The colour of the line has been this red we are going to use

red colour for this particular line. So, let us execute this code you would see a line red

curve has been added you can see that.
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So, this particular curve has been created using the x and using the coordinated from the
time series vectors if we want a more a curve, which is more representing of the data
points you know we should be able to approximate what this particular line graph is
looking like and then the representative curve we should be able to try and plot here. So,
for example, this particular a line graph this particular time series is looking to follow a
polynomial curve. So, probably a quadratic a curve can actually be over laid on this. So,

let us do that. So, we will add a quadratic curve on this.

So, let us create this. So, t we need to create a because t will become a predictor for this
particular quadratic curve. So, let us create t. So, you would see that t has been created in
the you can see same in the in environment section. So, it is nothing, but series of
numbers 1 2 3 4 depending on the number of points that are there and because this is
being a quadratic let us create the t square. So, this has been completed now you can see
that we are using a point’s function which also does the similar kind of thing it plots

points on a on depending on the coordinates.



(Refer Slide Time: 25:15)

ORsuwd TR
e KW (0% Vew B Seion KA Dewn MOk [0 Hp
Ql-le- QA e 2 -] dding + & project (Nor) =
07 svisual it [ Environment History =0 |
AN suenswe | Q 2o E - Hhon | % (Bsouwe v+ = | @ Pmportiaet + | e @]
206 axis(2, cex.axis=0.8) “| @ Global | avironment Q
207 mrext(side=1, text="Month", line=2, cex = 0.6) =5
208 mtext(side=2, text="Riders", line=1.7, cex = 0.6) values
209 title(main="overlaying a Quadratic curve on Raw series”, adj=0, Age num [1:79] 4564956 3.
%ﬂ cex.main = 0.9) atl vate[1:7], format: "2004-0. |
q e at2 chr [1:7] "2004" "2006" "2. |
R Lres Comss(tepiteslirdd) labelsl  chr [1:7] "3an-2004" "3an-. |
214 t=seq(l, length(dfsmonth), by=1) o num [1:159] 1234567 .. {
215 tsqet't tsq num (1:159] 14 9 16 25 36. -
216 points(time(tsv), predict(Im(dfSRiders~t+tsq)), col="green")
a7 Flles  plots Packages Help  Viewer =0
g}g abline(v=at2, h=axTicks(2), col="gray", 1ty=3) #grid() subsitute ¢ B om | Bion+ | @11 o B wbier + | §
220 # plot2 g

1

221 ridebym=NuLL ‘
93 fanli din 1:19) 1 - ‘
7K1 (iop evel) & werpt = |18 |
# [H,(ﬂ‘m |

=0 | 1

|

Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixlt/Sesslon 3/

oA AN N
Month

> plot(tsv, xaxt="n", yaxt="n")

> axis(l, atzat2, labels=format(atl, "%d/#%m/%v"), cex axis=0.8)
> axis(2, cex.axis=0.8)

> mtext(side=zl, text="Month", line=2, cex = 0.6)

> mtext(side=2, text="Riders", line=1.7, cex = 0.6)

> title(main="overlaying a Quadratic curve on Raw Series”, adj=0,
+ cex.main = 0.9)

> lines(lowess(tsv), col="red")

> t=seq(l, length(dfSmonth), by=1)

> t8q=tt

> points(time(tsv), predict(Im(df$Riders~t+tsq)), col="green")
>

So, coordinates are being passed using the time function and they are using time function
we are extracting these coordinates from the t s v time series vector and then predict. So,
time is coming from t s v and we are using predict function that we have discussed
before. So, we are using linear modelling. So, in these linear modelling 2 predictors 1 is

a t and another 1 is t square they are have been model into riders.

So, this particular prediction they will actually give us the y coordinates and the time
function that is extracting time from the t s v a vector and once both these points are

there we are plotting them using the points function, colour is green for this particular

curve.

So, let us execute this line you would see a green has been a green curve has been added.
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You can see. So, this seems to be much this a particular curve seems to be a representing
the line graph in a much better fashion, but you can see the you can see the connected
points see points have been plotted it is not the line previous one was the line. So, lines is
is the function that is used to create a line and the points with the function that is used to
a plot points, but the because these being see the points we get a we get a sense of a

curve being added now this is also following a polynomial a quadratic curve.

So, now let us also add the grid. So, a b line is the function which can be used to create a
vertical and horizontal lines a x text function can be used to a get the default text that are
generated in the plot that are that are generated using the plot function. So, this text can
be extracted using extract function and we can have horizontal lines from coming out of
those text and this has been generated at 2 that we used that we computed before has

been used.

So, therefore, you can see that this grid lines these dot lines have been created
appropriately. So, that we get a. So, that we are able to get a better look better look of the
graph and we want to compare some of the values. So, we can easily understand them

now let us come to our plot number 2. So, this plot number 2 is monthly average.

So, we are trying to take monthly average over the years.
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234 ridebyn(8]-ridebyn(8]dfSRiders[i+7] i detyn i L2180 L0 010000 10T OLRR

235 ridebym[9]=ridebym[9]+dfSRiders[i+8]
236 ridebyn[10]=ridebyn[10] df Riders[i:9) (5 R (50 D T =0
237 ridebym[11]=ridebym[11]+dfSRiders[i+10] @ B room Bt e O %wbich »
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239 i=i+12 ] I
40 } o A i mﬁdﬁw
71 (iopevel) & itseript ¢ | leg (A 1
i “"‘TMJ W g
Console C:/Users/user/Desktop/MOOC January 2018/r. Gaurav Dlxlt/Sesslon 3/ =0 ‘ v{“
+ cex.main = 0.9) ‘N i

> Tines(lowess(tsv), col="red")
> t=seq(l, length(dfSmonth), by=1) oo a0 - owian
> tsgetit Loty

> points(time(tsv), predict(Im(dfSRiders~t+tsq)), col="green")

» abline(v=at2, h=axTicks(2), col="gray", 1ty=3) #grid() subsitute

> ridebym=NULL

» for(i in 1:12) {

+  ridebym(1]=0

il
> 1=1 # month counter: total no. of months=12*12 + 3
> b

So, we have 13 years in total. So, for different months we want to we want to compute
averages of average number riders for each month Jan Feb March a similarly for all 12
months and therefore, from those and then we want to plot them in a line graph. So, we
will we would be required to compute those averages. So, let us do these so riders by
month. So, this is the variable and 12 months are there. So, let us a first initialize all

these 12 values 12 variables this is our counter.

So, we have total because we because we have 13 months and the and the 2017 we had
only 3 months Jan Feb and March. So, therefore, we have this 144 plus 3 140 a 7 months
in total. So, this being our counter I variable being our counter you can see in this while

loop we are trying to accumulate all the riders’ month wise.

So, a ride by m one is representing the month of Jan then 2 is representing the month of
Feb similarly the last 1 a 12 ride by m 12 and the braces and the brackets is representing
the a month of December and we are trying to accumulate all these numbers and then
later on we are going to average them. So, that we get the average average a numbers
average number of riders by month and later on we are going to plot them. So, let us run

this now there are 3 more months in the year 2017 that we saw in the data before.
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showing 15010 159 of 159 entries

Console C/Users/user/Desktop/MOOC January 2018/r. Gaurav Dixt/Session 3/
ridebym(5)=ridebym(5]+dfSRiders[1+4]
ridebyn[6]=ridebym[6]+df$Riders[i+5]
ridebym(7]=ridebym(7]+df SRiders(i+6] b L] Lo
ridebyn(8]=ridebyn(8]+dfSRiders(i+7] Lo
ridebyn([9]=ridebym(9)+df SRiders[i+8]

ridebym[10)=ridebyn[10]+dfSRiders[i+9]

ridebyn[11]=r1debym[11]+df SRiders[1+10]

ridebym[12]=ridebym[12]+df SRiders[i+11]

1=1+12

}
view(df)

T T D T A s e

If you want to have a relook of the data you can do that d f is the a data frame can see
2004 starting from 2004 we have month for number of riders for every month and in the

last month.

Let us these to the last year you can see we have a the rate on 3 only 3 months. So, the
code that we discussed here this these particular 3 lines or adding those 3 numbers as
well for these months Jan Feb and March. So, let us execute these lines now once we
have all these numbers let us take average. So, you as you can see all these numbers are
being divided by the number of months. So, Jan is counted 14 times and then the others
are there these 3 months are counted 14 times and then rest of them have been counted

for 13 times because there was 13 years of data.
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240 } atl pate[1:7], format: "2004-0..
241 ridebym[1])=ridebym[1]+df$Riders[i] at2 chr [1:7] "2004" "2006" "2

242 ridebym[2]=ridebym[2]+df SRiders[i+1] j 157

g:z ridebym[3]=ridebym[3]+df$Riders[i+2] Tabelsl  chr [1:7] "Jan-2004" “Jan-..
245 hvgbyn=c(ridebyn[11/14, ridebyn(2]/14, ridebyn(3]/14, ridebyn(4]/13, i ) ) MR S,
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tsvl=ts(avgbym, start=1, end=12, frequency=1)

Console C:/Users/user/Desktop/MOOC January 2018/Dr. Gaurav Dixlt/Sesslon 3/
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ridebym(8)=ridebym(8] +df SRiders[1+7]
ridebyn[9]=ridebym[9]+df$Riders[i+8]
ridebym[10]=ridebym[10]+df$Riders[i+9]
ridebym[11)=ridebyn[11]+df$Riders[i+10]
ridebyn([12)=ridebym(12]+dfSRiders[i+11]
i=isl2

view(df)
ridebym(1])=r1debyn(1]+df SRiders (1]
ridebym[2]=ridebym[2]+dfSRiders[i+1]
ridebym[3]=ridebym(3]+dfSRiders[i+2]

iseript ¢ |1
3

=er

<

ouona

i i 3

K project o) =

ounane

[
Month

So, let us take average now let us create another time series vector this is now going to

we using this particular data average number of riders by month. So, let us create this

particular time series vector now let us plot it you can see this data.
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252 plot(tsvl, xaxt="n", yaxt="n")
253 atd=seq(as.Date("1jan", "Ud(b"), as.Date("ldec”, "Adb"), by = "1 month")
254 atd=seq(as.vate("1", "Ad"), as.pate("12", "Ad"), by = "1 day")
255 axis(l, at= format(i:4 "%d"), labels= format(at! "%b"), las=3, cex.axis=0.8)
256 axis(2, cex.axis=0.8)
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258 mtext(side=2, text=" Avgmders 'Ime =1.7, cex = 0.6)
259 title(main="Aggregation by Month adj=0, cex.main = 0.9)
260
261 abline(v=format(at4, "Xd"), h=axTicks(2), col="gray", ty=3) #grid() subsitute
262
263 # Plot3
264 tsvz=window(tsv, start=c(2004, 1), end=c(2005, 12))
265
266 plot(tsvz, xaxt="n", yaxt="n")
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+ )
> tevl=ts(avgbym, start=1, end=12, frequency=1)

> plot(tsvl, xaxt="n", yax‘x"n")
> at3=zseq(as.Date("1jan", "%d%b"), as.Date("ldec", "%d%b"), by = "1 month")

» atd=seq(as.Date("1", "Xd"), as.pate("12",
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> meext(side=l, te:
> mtext(side=2,

> title(main="Aggregation by Mnnth

"%d"), by = "1 day")
"%b"), 165:3. cex.axis=0.8)

onth”, line=2, cex = 0.6)
vgriders", line=1.7, cex = 0.6)
adj=0, cex.main = 0.9)
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> abline(v=format(at4, "%d"), hxaxTwcks(Z), col="gray", Tty=3) #grid() subsitute
>
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Now, let us recreate the axis. So, we need to create labels. So, x axis y axis and the

labelling for both the axis and then title followed by a grid now let us look at the graph

this is our graph.



(Refer Slide Time: 34:45)

These is representing this is aggregation by month and monthly by for every month
average number of riders over the years are being represented. So, you can see that if you
look at this particular graph we can easily understand that in the month of July and
august the ridership’s the numbers of riders are at higher so on in an average sense. So, in
an average sense in the month of July and August the numbers of riders are on the higher
side and we if you look at the other months right. So, in the month of let say June there is

a dip in the ridership and then there is a lowest numbers are in the month of Jan and Feb.

So, a number of riders are on the low on the lower side in the Jan and Feb because this
particular data is reflecting the number of you know bicycle ridership in the in the I t
roorkee campus you can you can see initially when the in the month of July and august
this particular semester the environment the environment is much conducive of a bicycle
ridership, but in in the month of Jan and Feb this cold weather. So, therefore,

environment is not that much conducive there therefore, the ridership is also affected.

So, the same thing can is very well captured in this particular aggregation. So, let us
move to our next plot this next plot is about so zooming in. So, we are going to zoom
into zoom in zoom into particular year. So, first 2 years of data so we are going to have a
look at the first 2 years of data. So, this can also be in a way you know we can subset the
data and then plot it. So, that can also be done or otherwise we can zoom in using this

particular function. So, window is the function in our that can be used to subset a time



series. So, we can create a new time series a subset time series from the existing one. So,
t s v is the existing time series and we can create a subset using the start and end

arguments. So, 2004 to 2005 data we are going to create a subset of.
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> meext(side=l, text="Month", line=1.7, cex = 0.6) 3
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So, let us execute this code let us plot you can see a plot has been created let us recreate

the tick marks and axis let us create the labels in title you mean into first 2 years and also

grid let us go back to the zoomed graph.
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You can see is this is the these are the this particular line graph is representing first 2

years and you can have a look at the data.

Now, let us move into the a next plot this fourth plot is actually aggregation by year. So,
if we are interested in looking in in looking into the you know a global sense we are
trying to have a look at the data in a global sense what is the global pattern. So, for
example, when we aggregated data using months so, that was mainly that can be called
you know to understand the seasonality if there is any seasonality present in the data
more what these terms actually mean more discussion would be when we come to time
series forecasting, but right now we can understand that when we aggregate year wise we
can have a look at the global things when we aggregate by month we can have a look at
the full graph the r series gives a global trend look aggregation by month gives us a you
know seasonality a look year on year also give us a some other patterns some global

patterns.

So, let us do that. So, we are going to aggregate this particular. So, aggregate is the

function we are aggregating using mean using this particular time series. So, let us plot.
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> mrext(side=2, text="Riders", line=1.7, cex = 0.6)
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> abline(v=at$, h=axTicks(2), col="gray", 1ty=3) #grid() subsitute
» plot(aggregate(tsv, FUN=mean), xaxt="n", yaxt="n", cex.axis=0.6)
> axis(1, cex.ax1s=0.8)

> axis(2, cex.axis=0.8)

> mtext(side=1, text="vear", line=1.7, cex = 0.6)
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So, for every year these are the riders and this is the graph let us recreate the axis title

and grid.
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Now, let us have a look now you can see starting from 2004 to 2016 the data is the we
can see the line graph and average rider average number of riders are depicted for each
year and we can see overall year on year there was a dipper on 2009 and after that there
the number of riders have been increasing year on year. So, we get the overall sense over
the years what has been happening. So, global pattern can be seen very easily in this
aggregation. So, we will stop here and in the next lecture we will start restart our

discussion with on scatter plot with labelled points.

Thank you.



