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Welcome everyone to the section discriminant Analysis in this last section we had just started

with an overview of what is discriminant analysis and what is the utility of discriminant analysis

why is it used right and there we said that there are 2 basic techniques which are used for the

similar purpose of what discriminate analysis does so what is discriminant analysis, discriminate

analysis basically discriminates between 2 or 3 groups right multiple groups and gives us score

that helps us to separate this groups in a proper way right.

(Refer Slide Time: 01:06)

So let us say there are several cases where are dependent variable right is let us say in categorical

scale right has been written in a categorical way and the independent variables are rather in are



there in a continues way continuous okay so when this condition occurs to us so that is the right

time when we use discriminant analysis or there is another technique which is also used for the

same called logistic regression.

A special case of regression logistic regression okay so the only difference between the logistic

regression and the discriminant analysis is that the discriminant analysis is although it gives a it

takes multiple you know categorical values for example let us say there are 3 groups 1, 2, 3, it

can take that and it can even you know 3, 4, it can give a picture of how this groups are different

from each other.

But on the other hand the logistic is generally applied for only cases where the 2 possibilities 0

and 1 yes or no kind of right so will happen or will not kind of a case but the advantage of a

logistic regression is that a logistic regression does not get affected by the normality you know if

there is violation of the normality of the data so violation of normality if it is still there logistic

regression works well right but on the other hand if there is a normality volition discriminate

analysis will have resource some problems okay.

But otherwise both the techniques are equally strong and power and widely used right and so this

is what it does do it has helped you it helps us to find to discriminate between 2 or 3 groups right

so we can say with the help of the independent variables with the help of independent variable

whatever coefficients or weights you get by including that you can create a score which we say

that discriminant score the score.

Now that score helps us to you know correctly say okay weather a new candidate or a new case

that will come into the picture will fall into which group for example let us say there are 4 groups

right so these groups there is a deviation on bases of certain parameter this parameters are the

independent variables let us say so independent variable 1 independent variable 2 and goes on, so

it taking this values from the past suppose let us say as I said earlier there is a bank the bank as

given as given lone to people  and some people have default the lone some people have given the

lone in et right time.

They have you know before they have submitted their EMI money so by taking these 2 people

kind of  people you know a discriminate  score  can be calculated  which  is  very similar  to  a

regression only right so it goes on right so where x1, x2, x3 are your independent variables so by



taking this then the weights are the coefficients by including those F coefficients what it  does is

it helps you to suppose you get a new client or a new person who has come approach the bank

for a lone then by placing his values the x1, x2, x3.

And the coefficients it can using the coefficients it can say okay weather the new person would

be a defaulter or a very a productive you know person for the bank so that is a basic utility  so let

us take an example  so discriminant  has his  very popular  and highly utilized  in  all  kinds of

financial markets you know even in decisions have to be taken either case of a like categorical

way whether I will do it I will not do it you know kind of a thing so this is the case which I have

brought in example, now this case what it does is basically it explains that two types of skull.

Now skull this is you know very interesting case what does happened is there are two types of

skulls one found from the area of scheme and the you know close by area of tipper zone right

and another kind was the you see type A and type B skulls right.
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The other one was from the Lhasa district right another place right so we are not interested in the

place, so we are only it using it has type A type B skull so now the, the researcher wants to know

right it has got 5 criteria.
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Now this 5 criteria are it is 5 independent variables so what are the independent variables the

greatest length of the skull right the greatest horizontal breadth of the skull that means what is

the weight of the skull the height of the skull okay, the upper phase length then the cheat bone

distance okay so this 5 you know variables have been used and a equation has been build okay

with the help of the 32 skulls that where available to the researcher right, now he hopes that in

that in the future.

Suppose a new skull is found he could be able to discriminate and stay whether this skull on

basis of it is you know the measurements is it from there are the Sikkim zone Sikkim region or is

from the Lhasa region okay, so it is a way of discriminating only correct so let us see how to do

that so what are the two the two questions that might you have interest.
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Are do the five measurements discriminate between the two assumed groups of skulls and can

they be used to produce the useful rule for classifying the other skulls right that might become

available okay, so taking the 32 skulls right they have try to form a as I said a group right and

this two groups type A and type B and a discriminate score is to be built and on basis of that we

will be able to decide whether it is which kind of skull okay so as I said as it is said if you can

see  discriminant  analysis  helps  in  classification  but  when  I  say  classification  you might  be

remembering the in the last to last somewhere.

We had discussed about cluster analysis cluster analysis also an important tool to classify if I that

time I had said.
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The cluster is basically used to classify so then what is the difference between this cluster and

discriminant cluster only creates groups when it has not there right so cluster uncovers groups it

develops the groups.
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It develops the groups right from observations of initially unclassified data okay on the other

hand the discriminant analysis derived rules on basis of the already classified data right, and now

clubs the individual re places the individual on to the right group according its features, features

are the independent variables right, so that is the basic different so how do you do it I have just

brought an example with through how it you know to do it through SPS there few values which

are very important when you talk about discriminant.

Now discriminant one thing is there is something called a discriminant score or a you know or

cut off score also right cutoff score now once you have let say created a data and you have

decided a cut of value let say the cutoff value is let say somewhere let say 0.6 right now the

cutoff value is 0.6 then you say there are two groups and on basis of this cutoff value we will say

okay whether the by or the person will fall into which category which are okay group 1 or group

A or group B A or B if it is let say it is greater than 0.6 it is A let say if it is less than then suppose

group B if it is high then group A.

So to find the cut off value is also equally very important for the researcher. Now how does he

find the cut off value we will see that, okay so first of all let us go through a scatter plot just we

will decide scatter plot of the data, right.
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Taking all  the matrix variables you know the horizontal  breadth,  height,  upper width length,

phase width and said the markers on basis of the assumed type of skull type A or type B so the

researcher  knows okay, let  us say skull  number 3 let  us say is from seek him right and the

features where these okay, skull number 7 was from let us say lasa and these were the features,

so he knows so he has set markers by the type of skull okay.
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Now if  you look at  this  diagram although generally  it  is  not very clear  one cannot  be very

specific from a diagrammatic representation at least I believe that right, so what you do is if you

look at this it allows us to assess the group separation in two dimensions right, group A and B it

seems to suggest that face breadth it says from between the out most points greatest length of the

skull and the 154, 1 it is like a correlation right, so correlation.

So 154, 1 this is the chick bone distance is this one, 5 then you have 1 and then you have 4 these

three if you see let us look at them and if you see the data the you know the type of skulls right,

their clearly there is separation but in other cases in this case for example it is super imposed so

when the most important thing is discriminate analysis is that.
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Suppose there is a too much of there is a little overlap then we will say that it discriminates well,

but what if the data is highly you know super imposed so if this is the area then it is too much of

super imposition in this case we cannot say that it is discriminating well, right. Similarly when

data in suppose this is you know like the data is there and suppose another kind of data is let us

say this is what it is showing right, suppose it is interest imposed in between so then you cannot

discriminate there has to be a clear pattern of discrimination. So let us see how it is being done,

okay.

(Refer Slide Time: 12:51)



So we use the Fisher’s linear discriminate function, so Fisher’s linear discriminate function is I

think this is what is the one the Z right, so weave this Z value and we are going to measure this Z

value right, so with the help of this Z value once you have the Z value then it becomes easier for

you right, to know okay which group it comes to okay, let us see. Now how do you do that, so in

the SPSS for example I am using SPSS.
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So if you go to a classify analyze then classify and then there is discriminant right.
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So once  you go there you can  say what  the  minimum number  of  you know your grouping

variable, so in case let us say there are two groups to be formed only Sikkim and Lasa so to two

groups right, so 1 and 2 but suppose there are more than two groups there could be three groups

also, so the highest value would be 3 the lowest value would be 1 right, so that would differ

suppose it is 4 then 11 and 4.

But remember you should not be taking too many you know your groups also because you can

understand why to I am saying, if you take too many groups the discriminating power will be

very complex and will not be very clear it will in one way reduce okay.
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So now we have taken the means this is the Fisher’s function coefficient and the un-standardized

there is a difference between the standardized and the un-standardized, the standardized is good

because in some cases the standardized helps us to compare but un-standardized is helpful also

because it fits in the raw data and gives you a very, it is very easy to calculate right that is te

basic difference.
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So once  we  have  taken  this  grouping  variable  and  the  independent  variables  there  are  two

methods,  so  either  we  put  in  all  the  variables  together  simultaneously  so  when  you  take

simultaneously the obviously the system will take it together and then you know give you a

coefficient. But in there is another way also where if you can use like regression you can use it in

a step wise method so step method what it does is basically in step wise method it calculates it

how does it  select  a variable it  selects  the variable  on basis of the distance the mahalanobis

distance right so the mahalanobis distance right, d2 we say d2.

So mahalanobis distance is the internal the algorithm is on that way right the higher the suppose

there are different value let us say 0.3 0.7 1.4 1.2 0.8 now what it does is it tries to pick up the

one with the highest value right and first feeds into the system right and then it goes on right. 
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So if you look at the group statistics now these are the descriptive variables the mean and the

standard deviation right for the Sikkim people and the Lasa people now this will give you an idea

what is the actually difference between the Sikkim the Lasa people, but it does not say anything

beyond this it does not talk about the significant of the difference right it does not do that.

So here our interest is to not to look in to this things but rather we want to see is there any way or

is there you know out of this five variables which variable or which variables are the one’s which

are able to discriminate between eh two groups more powerfully, now for example suppose we

had five we said right so higher the let us say w higher the w value generally that will have the

larger impact okay.

So within group co variants now when I talk about co variants matrices okay let us see this, so

what we have basically doing it is giving you a log determinants in the next able right so this is

the values greatest landaus scale you know greatest all these are given to you and in the table

which is more important.
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Now because earlier table is not that requirement to us so this two tables now log determinants

means it has been converted the ranks and the natural log of the determinants are given to you

that means the original values have been converted in to a log value right and the test results are

given so although this test results right what they are saying? They measure the equality of co

variances this  differences are not spastically  significant,  now how did they know? From this

value from this value if you see 0.249 it suggest that because since you might be testing at 95%

confidence level or 99% confidence level if it is more than the significance level then the α then

that case you reject you except the null hypothesis.

So here our null hypothesis is that here is not difference so this differences are not statistically

significant had they been less than 0.05 there is a statistical difference there is the significant

difference between the values but it does not happen here it  is not happening right.  So now

coming to this table.
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Now this table if you see there are two important values given to you one is the Eigen value

which it is explaining here is 0.93 right and the canonical co relation now what is this Eigen

value the Eigen value in this case in a the case of discriminate analysis is nothing but the ratio of

within sorry the ratio of not within the ratio of between by within okay the ratio of between by

within between groups some of squares to within some of squares right.

So if you remember I had also explained you in a way to remember that within is generally we

talk about the error it consist of the error right. So the explain this is the explained this is the

unexplained  okay.  So  this  value  the  higher  this  Eigen  value  is  the  larger  is  the  you  know

explanation of the variables, so the canonical what it says here is it is the criteria that is the

criteria the maximize in the discriminate function analysis so if it is 0.93 that means it is there is

a possibility that it is there are some the variables are clearly discriminating between the two

group 1 and group 2 let say and what is the correlation.

If you remember just like we had r2 in regression we use to have r2 but that was the case of

regression here we cannot use that because here our variables are not metric in nature they are

not in metric form they are one in dependence in categorical and the independent variables in

metric.

So here that is why we use the canonical correlation but the understanding remains the same for

example in this case .694 or .7 let say .7 is my canonical correlation you squared it and when you



squared it suppose it is .4 sorry, sorry .49 let say so 49% of the explanation is happening with the

help of this independent variables okay this is what it says okay.

(Refer Slide Time: 21:07)

So if you look at this, this says that it has taken the exact score .694 so that si why it is coming

48% of the variance in the discriminate function scores can be explained by the group differences

which is automatically impact of the measurement variables only right so that si what I was

saying how the measurement variables are impacting it okay.
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Now next is if you look at the something call Wilk’s Lambda now this is very important again

now Wilk’s lambda is a process is used is the test provides a test for assessing the null hypothesis

that in the population the means of the 5 measurements are the same in the two groups what is it

say wilk’s lambda says that there is no difference between the means of the 5 measurements

right.
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In both the groups that is second group and the last group and the lamb coefficient is defined as

the proportion of the total variance you can understand this way the lambda the wilk’s lambda is

nothing but within variance divided by the total variances so within variance divided by total

variance so if you that means what if my and I have told you that within something which is

unexplained right.

So if I am having my lambda value of high lambda value so what does it indicate it indicates that

there is no clear pattern or no clear discriminating power in the case in this case right so if you

have  the  lower  the  lambda  value  the  better  is  the  discriminating  you  know  the  ability  to

discriminate the groups right.

So it says the lambda coefficient is .518 and it s significant right in this case so now if it is

significant that mains what is the null hypothesis that the 5 measurements are the same right in

the two groups so that  is  getting rejected that  is  getting rejected  in this  aces no there is  no

significant difference in the there is the significant difference in the two groups that means right.
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Because the null hypothesis was that they are the same so they are not same now okay now

something  come  into  the  classification  coefficient  right  now  this  classification  function

coefficient  is  generally  used for  you know you remember  when you have a  two groups the

number of function coefficients you can develop is only one.

Because the rules says the function coefficients rea the values you have is always NG are number

of groups -1 this is the formula so suppose you have a three group so then you have two function

coefficients okay you can see this right this function canonical distribution functions coefficients

you will get only one right so if you have more then accordingly it has to be NG-1 right.
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So now the question is you have brought the classification function coefficient now how can I

use this now this is used to create our z values for example now x value in this case generally

you do not this you know thing is not given in most of the it is not explained in a better way now

how it is happen now this is how it has been done actually now if you see if you look at the

values here of the of the skim and the Lhasa.
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The difference between these two is used to calculate the Z score right, now the Z score for

example you see Z = -0.09 measure 1 that is x1 + 0.156 x2, 0.005 x3 – 0.177 x4 and similarloy

for x5 -0.177.
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No what and the difference between these two if you can see, these two values is nothing but the

Z mean, the mean score right, it was the sample mean of the discriminative function scores right. 
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Now I think let us go back and check right, so you have got this function coefficient, now there is

something  that  is  important  to  you now called  a  group centroids.  Now what  are  the  group

centroids? The group centroids are nothing but when you have two groups in this case Sikkim

the average of the means of the group scores, the group centroids is nothing but the average of

the scores of the particular group.

For example let say whatever values you have, so if you plot those values right, it finds some

mean values, which is this is the centroids, for example. Now this score this centroids becomes a

very you know easier way of comparing right. Now for example in this case with the help of

these centroids we find the cut off scores. Now the cutoff score which I earlier said, now what is

this cutoff scores? Generally if you have two equal groups then the formula is Z(a) + Z (b)/2.
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But in case your groups are unequal then this formula will change to Na x Zb + Nb x Za/ Na + Nb,

so by this i can find the centroids right the cutoff value. The cutoff score whatever it comes,

cutoff score is sometimes is also called as the Z critical right. Now that Z critical is compared

with the Z value and accordingly if it is more or less you decide whether it will fall into this

group or the other group.

For example in this case the function groups’ centroids, for the Sikkim are 0.877, Lhasa is 0.994

right. now the centroids is been calculated the skulls sorry the cutoff scores has been calculate as

0.085,  it  has  just  taken  the  average,  as  we  mean  equal  groups  right.  So  the  new  skulls

discriminate scores above 0.0585 because you have to understand. Now although there are two

groups, the researcher as only one particular value with it right.

And this particular value that it has got, that has to be the way of comprising, 0.0585 would be

assigned above anything 0.0585 it is assigned to the Lhasa which is 0.994. And if it is less than,

if it is above 0.05 Lhasa, if it is less than 0.0585 it goes into the Sikkim right. So this value cutoff

value is very important part or number in the discriminative analysis. Without this you cannot

discriminate or you cannot place the new character, new personality or the new person or the

new customer or the skull in this case. So these are some standardized value.
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I am not getting into it right, so yeah this is one thing important, when you are doing a studies,

suppose in this case for example all our measurements where using the same kind of you know

scale, they are using millimeters right yes but there could be certain cases where you have used

this discriminate analysis and the independent variables are using different kind of measurement

scales so in that case it is necessary as a researcher to for you to understand that you need to

standardized and use the standardized values if you do not use standardized values you are doing

something completely you know big error right and now looking at the standardized discriminate

function coefficient in this case we can see.

Okay out of this 5 variables the one which is contributing lowest to the discriminating power is

0.17 this is the weight they are the coefficient right is -0.17 this is the height of the skull so

height of skull actually is not able to through height of skull you cannot say whether this skull is

from skim or lacer but if you look at other one which is 0.627 phase breadth between the cheek

bones so the distance between the cheek bones is very important parameter to decide whether the

you know the skull is from skim or from lacer right so these again there I something -0.578 so

this is also you need not worry about the direction rather you should be worrying about the you

know the absolute score right.
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Now once you have done this.
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This is something the classification matrix or the classes now once you have done how do you

validate the question comes is I also must have said in the last session how do you validate to

validate you know the results you have this one simple way that you can just buy for kid divide

the entire data set into two parts one you use for analysis and other you use for let us say for as a

hold out sample right and then you do the study on both and see whether there is any significant

difference between the two or not right that is one thing.

So in this case when you have see when the original values are taken right so 14 skulls of skim

actually fell into skim the group but by mistake 3 went to the laser group it is because of the

confusion similarly laser there are three cases which actually fell into 12 fell into the laser group

originally and three fell into skim group so now what is the accuracy result the accuracy result is

so that means it is 81.3% right so this is how 17.82.4 now 82.4 is the percentage so 14/17 right

and 15.80 right of laser so that gives me the classification power right similarly this is a cross

validated result.

So in the cross validated result if suppose there is in this case there are significant decrease in

think yes so in the cross validation is that 65.6% has been only explained so considerably lower

success  rate  than  suggested  by  the  earlier  one  so  when  it  happens  then  it  becomes  a  very

important point of thinking for the marker or the let us say the banker or anybody whether there

is something else that we have missed or we need to find out why is the score let us say after the



cross  validation  why  is  the  cross  has  come  down from 81.3%to  65.6% right  you  can  also

measure it in the same way.

So this gives a feed back or it gives you a input to discuss or to decide what should the marketer

do to in order to see that this accuracy rate does not differ to much right so this is all we have for

this session I hope descriptive analysis is clear to you so you need to understand what is the

discriminate  score  right  like  a  recursion  score  you have  descriptive  score  so and the  like  a

coefficient here also you have a coefficient it is all same  and it is the inverse of man ova which I

have said it is a inverse of manova which I have said in the first class in the last session of

descriptive analysis.

And finally you need to find out if there are two groups or three groups or four groups how do I

decide which are the variables which are contributing highest to the explanation power and what

is the cut off score to decide whether a particular candidate will fall into one group or the other

right so this is what descriptive analysis does thank you very much for this session.           
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