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Welcome everyone to the class of marketing research and analysis till now we have discuss about
a several tools and techniques used in the you know in the marketing space how companies
utilize them and what do they gain out of it how they make advantage out of those by using this
techniques we have discuss some of them one of this which we had recently discussed was a
technique which was an interdependent technique in which we try to bring in large number of

variables to few one’s and create factors out of it which we said as factor analysis right.

So in that we had you know reduce large number of variables may be 100 to a few meaningful
ones which I always repeat the word meaningful right once and then give a name to those factors
and then try to understand how this factors are going to determine or effect may be some other
you know prediction some other kind of a you know relationship. Today we are going to discuss
similarly another technique which is equally important right very much utilized in the market

basically by marketers right.

Let us say there is a case a company wants to sell let us say some you know some kind of phones
right now it is lot of phones are coming mobile phones so it wants to sell mobile phones and it

has go the target of about let us say 100000 okay 100000 pieces of you know phones to be sold.
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Now the company want to know how should I sell them right so while selling he wants to target
the customers so while targeting the customers he has got certain variables like age of the people
let us say income of the people kind of a you know habit of a people some kind of habit let us
say so now on basis of these variables the company wants to divide a particular may be state or
place be because suppose this is a whole place let us say and now they want to say are we going
to target the whole state or no if we because if we are going to target t the whole state for 1lakh

pieces of mobile it might be little difficult right.

So is there a way that I can you know divide this state in to several groups or clusters then what
it does is he tries to divide the state not a geographically may be on certain other parameters
taking these three may be on some clusters may be right some clusters. So now it says out of this
clusters they find all these clusters have got different characteristics okay. so it finds that may be
once I break this in to four clusters, cluster two is the one which is very promising it seems to the

company that it is a very promising you know cluster, why?

Because the people in this cluster are once who are interested to buy such kind of mobile phones
which has all the characteristics that this companies phone has got right. So in such a condition
this becomes highly useful for the company to understand how we could easily segment and then
target the market so that we can achieve better results right. So to do this we are suing the

technique which is called cluster analysis, so cluster analysis as understand is to divide or you



know create cluster out of a large pool of respondents right we say respondents cases whatever

you can say.

So these respondents are grouped in to several similar clusters right so that each cluster has got
people inside or you know who are highly similar or highly homogenous in nature right. So what
we understand is the all the respondents within the clusters let us say these are the respondents
all the people or a respondent what it say there highly hydrogenous sorry homogenous in nature
that means their behaviors is more or less highly similar they are same right but we understand
the two clusters let us say cluster one and cluster four cluster two and cluster three they all
different from each other right so this is the basic understanding of clusters analysis that within

the cluster there is very menial difference or distance and two clusters between the clusters.

(Refer Slide Time: 05:17)

Let us say the distance is high okay so let us see how it functions what happens in a cluster
analysis so as I started so what I cluster how to define it says it is a group of multivariate
technique who is primary purpose is to group objects right example resonance it could be
products it could be entities whatever right so you are trying to group these despondence or

products are something into several clusters.

Several groups which other stimulates similar nature right the other thing if you remember in fact

analysis we said there were trying to group the variables right so that was variables here



despondence or products or whatever other entities right, so what you are saying it is a means of

grouping records based up on certain attributes.

(Refer Slide Time: 06:10)
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What is Cluster analysis?

o Cluster anadysis 4 a group of multwanate techmgues whoie primary puipode i 1o
group obyects [eg, respondents, products, of other entities) based on the
characierstics they possess,

© M is ameans of grouping records based upon attributes that make them similac If
plotted geometrically, the objects within the clusters will be close logether, while
the distance between clusters wil be farther apart

* Cluiler Varigle

represents a mathematical representation of the selected set of
wariables which compares the abject’s similanties

Now what are the attributes on which one it is grouping now the attributes in this case are for

example age.
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In term level let us say habit spend let us say spending habit right or let us say may be
technologically savvy how technologically tech savvy are people so maybe that is an indicator of

measuring right, so you can have certain criteria certain attributes up on which you can create

those similarity right.

So and each similar group is a cluster right so if plotted geometry is objects within the clusters
will be close together so that is what I was saying if you plot it then the objects with the clusters
are very close to each other that is why it is said they are homogeneous in nature and two clusters
are the variables the despondence within two different clusters are highly hydrogenous in nature

right.

Then we have said more highly different right this is what cluster basically tells you so cluster
variant represents a mathematical representation of the selected set of variables which compares
the objected object similarities now what it is saying so mathematically you are trying to plot
may be a plot or try to find out some similarity so that it becomes easier for a marker to

understand okay which are the clusters he or she cater to right.

It becomes very simple they say take so many example companies of Maruthi is coming up with
a new car now should Maruthi target everybody or should Maruthi have a specific thing specific
policy in mid how to target whom to target so when it does it has to take certain attributes on this

basically attributes they finally decides okay.
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Cluster analysis vs Factor analysis

Cluster Analysis Factor Analysis
= grouping is based on -grouping is based on
the distance (proximity) patterns of variation
(correlation)

Factor analyus, we form group of variables based on the sevenal
peophe’s rELpOniet o thone variabiles
In contrast to Cluster aralysis, we group people based on their
responses 10 veversl variables.

So clusters was a factor analysis clustering is based on the distance matrix and factor we said
was in a correlation matrix, so if you remember in factor analysis you said that the most

important thing was.
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We were trying to find out a correlation right so we were trying to find a correlation right so
when we are trying to find a correlation and this correlation was saying how close where the
variables to each other but in cluster analysis we do not take the correlation rather we take the
distance what we take we take the distance so the grouping is based on the distance how far or
the variables from each other or close or the variables from each other the you know from each

other.

So as it says factor analysis we form groups of variables based on the several peoples responses
to those variables in contrast cluster analysis we group people based on the responses to several
variables now how people have responded to several variables what score they have given so that
tells basically their behavior that their thing pattern and all so by taking those variables there

thinking pattern in all these things you can classify these despondence into several groups right.

Which as I said is basically a nothing but a metal distance or a distance that is measured right so
this distance is basically metal distance sometimes we feel something are very close to us but
they are actually not where as some other things some other places might be felt that very far of
but they are actually not so far this is actually nothing but a mental perception a mental distance

right.

We feel that it is very far of but actually that might be closer right so that is what happens so

where are the applications some application are other mentioned.
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Application:

¢ Fald of papchlatry - whire the charactenaaton of patesti on the Balis of chatery of
Sy o Cin be useful i e dest it of 20 apEeope e orm of ey

*  Bology - wod 1o fad groupd of penes That have umda funchiond

*  Information Retrieval - The world Wide Web comaints of bilons of Web pages, and the
results of 3 guery %0 2 wearth enpine G returs thousands of pages. Chaterng can be wsed
to group thewe search results into ymall ramber of chatens, each of which captures »
particular aspect of the query For instance, a query of “movie”™ might retum Web pages
prouped nto cabegor ey wach a4 reviews, traddens, slary and theatens [ach category (Custer)
tan be broken nio subcategories (wb-chaten_, produong 3 hierarchial stiructure that
Parthes aswsts a user's exploration of the query results

¢ Chimate - Undenitanding the Larth's climate requires finding pafterns in the atmoghere and
ocean. To thal end, chater smabpin hin been spplhed 10 find pattermi in the slmaiphere
prinvere of polee mgioms and amai of the ocean that haive o wnilficant mpact on lind

timale

Field of scarcity biology right information retrieval for example the world wide web contains
billions of web pages so when you type maybe for example market research right, so all those
pages which are linked to research or marketing research they will be clubbed they will brought
together right so this is nothing but they are clustering in one way okay fits in the climate for
example understanding the earth’s climate requires finding pattern in the atmosphere and the

ocean to that and cluster analysis have apply to fact fine patterns in the atmospheric pressure.

Of polar regions and areas of the ocean that are the significant impact so how do you say that
some places are very similar climatic conditions because this is again where w use cluster
analysis to divide the you know as per the all the distance by that two places might be far of but
the climatic at the type of climate the weather all this things are very similar in two different
places, so they can be still clubbed into one right so understanding these things is very from more

applications I can show you market segmentation grouping people.
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Applications of Cluster Analysis
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Right so grouping people and with the willingness purchasing power the authority to buy
according to the similarity in several dimensions states segmentation can tell you what type of
customers buy what products, so customer a would buy what kind of a product that is what a
helps you know there is how the clusters is helps the marketer right so some examples are always
there many more examples city planning, insurance right geographical you know examples so all

these are basically are used to group respondents.

According to certain behavior attributes and find those clusters right once you find those clusters
it becomes easy for you to polishing may for making policy making for selling something for
you know maybe understanding the kind of trend or any trait and it behavioral trait maybe some
genetics study you are wanted to do, so everywhere in fact to tell you the use of clusters analysis
was not started did not start with marketing or something right it has it is roots here actually in

taxonomy in biology.

Where different kinds of spaces where to be classified into different show in groups right so this

is how it is all has started.
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Common Roles Cluster Analysis can play:

+ Data Reduction
+A researcher may be faced with a large number of cbservations that
can be meaningless unless classified into manageable groups. CA can
perform this data reduction procedure objectively by reducing the
info. from an entire population of sample 10 info. about specilic
Eroups

* Hypothesis Generation

= Cluster analysis is ako uteful when a researcher withes 1o develop

hypatheses concerneng the asture of the data or 1o examine previously
stated hypotheses

So common role the cluster analysis can play right first is data reduction so as factor analysis
also was helpful in data reduction similarly cluster analysis also helps you in data reduction
researcher maybe facie it larger number of observations that can be meaningless right unless
classify to a managerial groups so how many groups suppose you have 10,000 respondents 1
lakh respondents but 1 lakh respondents individually try if you understand this nothing you can

do so if you either create 10 clusters out of it.

Then it makes more much of better is meaning out of it right second is hypothesis generation
cluster analysis also useful when a researcher wishes to develop hypothesis concern th nature of
the data or to examine previously stated hypothesis so cluster analysis is also useful in
developing a hypothesis right to it because it has it gives you in sight the knolwdege about

certain things so it helps you to develop a hypothesis right and even finally test it.
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Objectives of cluster analysis

*  Cluster anadyin used for
- Taxonomy Deicription Identifyng groups wehin the data
= Duate Simplication, The skslity to analyre groups of simiar obserationn invlesd al
widrdual observalion
= Refotionship Mentificotion. The simpified structure from CA  portrays
reltonihips rod revesled otherwie
¢+ Thedretical, conceptunl and pracheil cofriaderatond musl Be abidrved whin ialicting
chatering vanables loi (A

= Only varuble that relate speciically to obiectives of the (A are inchagied

= Varublei selected charactednize the indindulls (objects) Being dustered

So what are the objectives so taxonomy description so identifying groups data simplification the
ability to analyze groups on similar you know observations instead all individual which I said is
very, very taxing and difficult impossible sometimes then finally his relationship identification
where it says the simplified structure from cluster portraits relationships not revealed otherwise
sometimes we can find out okay let say now I have said there are four clusters right so are this

four clusters okay.
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Fine there is no doubt that this four clusters are different but this is a possibility that cluster 1 and
cluster 3 are actually very closed to each other sometimes it happens in your state where you stay
that maybe one distinct the state has got 10 districts out of which two districts are extremely
similar because of their maybe a language there food habits are something ore cultural habits so
they are very similar so they can sometimes if you want you can even club them and make it like

one cluster right.

You can make it so this relationship identification is there important job of cluster analysis how

does work.
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How does Cluster Analysis work?

The primary objective of chuster analysss is 1o define the structure of
the data by placing the most similar observations into groups. To
accompdesh this Eask, we must address three basic questions

= How do we measure similarity?
= How do we form ¢lusters?

= How mary groups do we form?

So three basic things are there, now what are these three basic things so it says the primary
objective of cluster analysis is to define the structure of the data right, so by placing the most
similar observation into groups remember. If you are working with data and trying to find out
similarity so that you can form groups then there must, there could be some problems with it
also. Suppose the biggest problem that can affect cluster analysis is suppose you have a data

which is got there is few outliers in the data.

Now if you have few outliers in the data then that could completely change the you know the
way the groups are formed, that could be a very important thing one should keep in mind okay.
Three things that are very important what, how do we measure the similarity so when you are
doing the cluster analysis the question comes how do I know key which groups are similar there

are four clusters.

Now how do I know which are similar to each other, one second thing now do I form the
clusters, how do we form the clusters it is not that key the data is given to us and we just do it,
there must be a way right, so how do I form the clusters. Third, how many so the question is how

do I form clusters, how do I form.
(Refer Slide Time: 16:25)



How do I form, right, how many do I form, right how many, how do I form, how many do I form
and how do I measure a similarity, how do I measure the similarity so if I can measure the
similarity then only I can do this right, so let us see but one thing is you have to keep in mind
that in the cluster analysis we are not looking at the correlation and why we are not looking at the
correlation I will explain you, see correlation could is like something like this you know suppose

two things are moving like this.

The correlation might be very high among them but suppose this two verses let us say take this
you know just for understanding, understand this way. suppose this two lines and these two lines
if you look the correlation between the two both the lines pairs let us A, B,C,D, A,B and C and D
suppose you these two are one group, these two are one group is more or less same the

correlations more or less same.

But if you look at the distance is actually not same so that is what is the basic underlying

difference between cluster and the distance and the correlation, okay.
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Measuring Similarity

»  Similority represents [he drglﬂl ol cormespondence N0 ut‘,-,l:;h acrons Al of
the characteristics used (n the analysis. it & a set of rules that serve a8 criteria for
‘rr‘.\uﬁﬂ‘u' g at r‘ 11 ded11

= Correlatianal meaiures.
Less trequently used, where arge values ol r5 do indicate similanity

=  Distance Measures.

Mosl often uied a3 & medsse of wmiliity, with higher valyes
fepfeLenting greabes disuimelariy |datance Between cases), Aot Lmidarity

So what is similarity represents the degree of correspondents among objects across all the
characteristics used in the analysis, so I have several attributes as I have used let us say I have
ask several variables, there are several variables which I have used in the study some of them
being like income, age and all these things. Now taking them together when I am trying to build
a kind of a similarity matrix right, so this all this variables together will help me not one but

together they will help me in defining a cluster, right, okay.

So as I said correlation basis are less frequently used only in case there is a special case where
correlation is used where you know when there is something called this is called a molecular
distance which is used when the certain variables do have a correlation we use it in special case I
will come to that right, otherwise most often the similarity is measured through the distance,

okay.
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Similarity Measure
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Now this is what I was trying to explain you see if you look at it, if you look at the two charts,
the two graphs the graph 1 and graph 2 both the R=1, now what is R the correlation value so the
coefficient of correlation is 1 that means they are highly correlated right, so which implies to
have a same pattern right, but the distances are not equal, the distances between these and the
distances between these are nor equal so these two will get a similar different you know
interpretation in cluster analysis but had not been enough case of a factor it would have been, it

to due to very similar, right.

So that is the, thus the basic differences okay, so graph 1 represents high level of similarity right,
and graph 1 because the distance is less, why it is saying now because if the distance is less that
means they are close to each other as good as that, right as that right if it is close the similar there
will be coming trending towards each other right if the distance is high or the correlation the
trend is same but there is a sufficient gap right so all this things are very important to understand

this right.
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So the distance now how do you measure the distance several ways the basic way of measuring

the distance is the Euclidean distance now Euclidean distance is the distance which we say is the
straight line right so how do we calculate so D is equal to let say x2-x1°+y2-y1° right so this is
what basically how we measure right so the most commonly recognized 12 straight line distance

right.
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Distance Measures

- several distance measures are available, each with specific characterishics

+  fuclidean distance. The mast commonly recogrited to as straight- bee datance

i

+  Squared Euclidean distonce. The sum of the squared differences withou! tating
the square root
+  (ity- block (Manhatton) distance, Not baied on Fuchdean ditance. Lsis the sum

of the vaniables’ absolute differences
ik il C) = |15 1wl ¢ e

This is how you measure so the other forms also for example square Euclidean distance which
says that you take the sum of the squared differences without taking the square root that means
you only omit the square root right okay. So the other distance is like the city block distance

Manhattan distance which is not like the Euclidean because this one takes the absolute value.

And it is sometimes it is it does not work well because of this nature of absolute value it does not
work well right so one is to be very careful which you are mostly if you do not understand much
simply you can go for the Euclidean distance because that is another safest way until the

correlation among the variables right.
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*  Chebychev distance, |5 the maxmum of the absolute difference in the clustering
variables values. Frequently used when working with metr (or ordinal) data

s (0.0 = manijog = 05l ug = »

*  Maholonobis distance fD"J 15 & generalired distance measure That accounts for
P correlations among variables in 3 way that weights each varables egually. Beyt
suited when varables are coorelited

Then you have two more like Chebychev distance which is taking the maximum of the absolute
difference in the clustering variables value for example maximum of x12-x1 or y2-x1 so the
absolute value is only taken right they also which we are saying is the mahalanobis distance
which measures accounts for the correlation among the variables in a way that each variables

equally.

Now Mahalanobis distance is also very important tool which is used to also find out, out layers
let me tell you this is may be not here but suppose you are doing the simple regression and you
want to find out, out layers mahalanobis distance is the technique which is used to measure to

find out those out layers okay so this is one way of doing it.

You remember only the condition applied is when the variables have a large correlation or high
correlation among them that time it is preferable to use a mahalanobis distance over the other
distances and these things you will find almost every were in the software nowadays right so you

do not need to calculate it by hand okay.
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Illustration:
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Now this is how the Euclidean distance looks like all the three one go it is showing you now this

is hypothesis measure right.
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So let us say this is an example knowledge starts with the example now this example if you can
go through a market researcher a marketing researcher wishes to determine market segments in a
community based on patterns of loyalty to stores a small sample of 7 respondents is selected as a
pilot two measures of loyalty store loyalty and brand loyalty V1 and V2 right were measured for

each respondents on a 0-10 scale right.

The scores are given to you so these are the 7 respondents A B C D E F G and the score that they
are given for store loyalty and brand loyalty is been given to you on the scale of 0-10 right now
from this data let us see how we can get into the cluster analysis okay so when I place the data on

a graph
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Simople Example

S0 324547 soif you can see this A is 3, 2 right then B is 4, 5 right C is 4, 7 D is 2, 7 so we can

see here D is 2, 7 right so we have just plot the graph and we place them on the graph right
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How do we measure similarity?

Proximity Matrix of Euchdean Distance Between Observations
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Now how do we measures similarity the first question that we have how do we measure the

similarity so to do this right how do we measure similarity I said we can use the Euclidean
distance as a way of doing it now how it has done now for example let us take the distances now
let us ate two distances okay so among between two variables now for example this was 3245 4

7 2 7 okay.

So let us take only this much so this ADCD I am taking it. Now suppose if we want to find out
the distance, now how do we do it? Now do to do that? What is the ways simply, for between A

and B.
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so the distance between A and B = x, — x; so 3- 4 right you can say 4- 3 also does not make a
difference obviously you will square right, (4 — 3)*> + (5 — 2)* sorry either you take it this way
so(4 — 3)* + (5 — 2)* so what it is coming, so 1 + 9 = 10.That means it is coming something
around 3.162, similarly you can find the distance for all the other variables right, now the

distance between A and B is 3.162.
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How do we measure similarity?
Prommity Matrix of Euchdesn Dritance Between Obisrvations
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Obviously A and A would be same 1, now let us calculate one more A and C, these two we are
measuring, if you measure these two it will be 4 d, a, ¢ (4- 3)> + (7-2)° so that is = 1+25 = V26 so
that is = 5. Something right, so it must be A and C IS 5.099, so for that everything you have

measure right.
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How do we form clusters?

* SIMPLE RULE:

= |dentify the two most simdariclosest] observations not already in the
same chuster and combine them

= We apply this rule repeatedly 10 generate a number of Ccluster
iohutions, starting with each observation & M3 own “Cluster and then
combining two clusiérs at a time until all obsérvations are in & single
chuster. This process is termed 2 hierarchical procedure because it moves
in & stepwise [ashion to form an entire range of cluster solutions. It is ako
an agglomerative method because clusters are formed by combining
euisting clusbers

So after measuring the next question was how do we form the clusters? So you have measured
the distances, now find out the distance between two clusters, the minimum distance between the
two clusters, the minimum why I am saying this is the closest, they are very close to each other.
Had the distance been more they would have been far away from each other. So identify the two

most observations, who are already in the same cluster and combine them.

So what you can do is two similar clusters, 2 observation for example as I explained, this is 1
cluster, so identify two values right and through certain ways, there are certain ways, I will
explain that also, similar linkage, average linkage, centroids method, there are different ways
how should I use right. So identify the two most similar observations, which are already in the

same cluster and combine them so that is what the objective.

So we want to form the clusters, so once we have identified this, so apply this rule to generate
the number of clusters, starting with each observation as it is own clusters right and then
combining two clusters at a time until all observations are in the single clusters, that means what
you are trying to add up the closest once, now this is one 1 and 2 are close, so next is say 5, so 5

is closest to them, so you add up now 5 then let say 8.

So you add up 8 then let us say 6 you add up 6 so it goes on adding the nearest variable in terms
of the distance okay this method of this process is termed as hierarchical procedure why

obviously it will say hierarchical procedure because your maintaining a hierarchy right you are



following a hierarchy so when you do this ultimately all the different respondent will be clip

together to form a single cluster right single cluster.

But the question is if we have a single cluster then the whole meaning is lost right suppose I want
to know to which state suppose the state of let say or this country our country India suppose you
want to do it in India then if I say whole market is your market then it becomes very difficult for
me to make an interpretation out of it so in those cases you have to understand well what should
I do this is not sufficient for me how do I break it into several clusters first so how many clusters
should India be broken into for the marker so that it can easily scatter to those clusters so we will

see that right the process is termed hierarchical procedure

(Refer Slide Time: 30:20)

How do we form clusters?

* SIMPLE RULE:

dentify the two most smilarfdoiest] obsenations not already in the
fame Chasber and ¢ omiand them

= We apply this rule repeatedly 10 generate a number of clusters
solutiond, sarting with cach observation a8 S own “Chester™ and then
combining two clusters @ & time entil Ml obisrvations be in B single
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Because it moves in a step wise fashion to form an entire range of cluster solutions right it is also

agglomerative method because clusters are formed by combining the existing clusters so what it
is saying so you are trying to form the clusters because let us say cluster one as I have drawn

here.

(Refer Slide Time: 30:43)



Let us say there was a cluster one there was cluster two so cluster three so if I add up 1+2+3+4
then it becomes the whole place the big country India now the question is how do I add up
should I add up like anybody or everybody or should I have a mechanism now what is the
mechanism the mechanism is find out the two clusters which are very similar or close to each

other.

And once you can find out those two clusters which are close to each other and you start on
adding and ultimately you will land up to the whole market that is India right so this is why it is
called a agglomerative method okay now let us look at this so the agglomerative process is the

process in which what we have done is if you look at it this is the minimum distance.
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How do we form clusters?
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That you have to calculated by now we have done this through the distance now after doing this
what were the distances now distance we have arranged it so 1.414 to 2.236 now the pairs of
respondent which were related to it are the first one is E and F the second one is EFG I hope you

can recall that.
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How do we measure similarity?
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Let go back and look at it so the lowest value is at E and F okay so E and F is 1.414 is the lowest

so the next one is there are three next lowest 2 right in this line and then in this line again you
have a 2 and again you have 2 so now you can take the closest one for example in this case what
we have done E and F for the first pair then second pair we took E and G right because U was
already there so the closest to E we found out and then C and D and finally we took we started

doing each right if you can see the cluster membership here abcdefg so there are seven clusters.

So we have not done any grouping right now after this what we did was we club E and F together
here to form a single cluster so they become 6 clusters then right then we did abcdef and g we
added EFG together so 5 clusters then we added ABCD together then EFG right so what we
have done is basically we have shorten we have reduced the number of clusters to a few so that
we can finally land up into one right so by doing this where I will explain you may be in the next
session how do we calculate this part also right this oval similarity measure the average within

the cluster distance this also I will explain.

So we are identifying the number of cluster and through this we can say finally by through this
value this data how many clusters in this case we should have right so well this is what just the
introduction of the cluster analysis so we will in the next session we will get into more details
rights how one should form the clusters and how then one should interpret the clusters okay

thank you for this session.
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