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Welcome everyone to the class of marketing research and analysis in a previous section we are
discussing about a factor analysis and we had started with the exploratory factor analysis right so
we said there are two types of factor analysis basically largely speaking the exploratory factor
analysis and the confirmatory factor analysis so we discussed the factor analysis is used when

researcher wants to bring down a large number of variables into a few meaningful once.

So it is basically data reduction technique so data summary data reduction techniques which is
used to bring in that you know better explanation into the process right so what accounts how do
you how do we decided so we spoke about we discussed about how do you decide the number of
factors right, so we said teat basically on 2 things one I called as creep low test which is

something similar to like this so if you look at the bends at each bend.
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So each bend there is a factor right so let us say so this the 1* factor 2™ factor 3" factor, 4™ factor,
5, 6 and 7 but we can see that most of the slope of this point up to 4 the slope is better after than
the slope is slowly decreasing so the researcher a to take a call this slope is basically the variants

explained right.

So the 1% factor that explains the highest amount of variance the 2™ factor explains the second
highest amount of variance it goes on right so the researcher as to decide okay at what cut of that
does he want to stop the process for example let us say by utilizing 2 techniques the screen plot
test and the carouser you know the Eigen value method we can decided up on the number of
factors or the basically today the software’s are built which are which you conduct that we do

that exercise for you.

But what is the suppose let us say in case there are so this is possibility that suppose there are the
study where 90% of variance has been explained right through the factor analysis and it has
given you out so out of the 100 variables let us say 12 factors or 14 factors now 14 factors

explaining let us say relate something like this 14 factors 100 variables where there okay.
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Which came down to 14 factors right 100 variables where explaining 100% 14 variables are
explaining let us say 90% right let us say 90% so the 10% is remaining with the rest if the items
okay now the question is suppose I feel that or researcher feels that 14 is also to large in number
so what you can do is you can fix the number of factors to let us say 6 or 7 or 8 or whatever is

your number.

You can decide but when you reduce from 14 to 6, 7 or 8 what will happen is that the amount of
variance explained by the factors we will also reduce with it right now may be 6 factors will
explain only 70% or let us say 65% anything right so the cut of value for the amount of variance
explained in a social science study is at least 60% so we say if through the factor analysis you

can determine at least 60% of the variance in the study.

Then at adequate number of factors should be taken into account okay so if 66 factors if 6 factors
100 variables I am explaining the 00 variables but only 60% I am expanding it is still okay so
that decision has to be taken by the researcher okay so second we went through this right now
when I am talking about the factor analysis the inbuilt logic behind the factor analysis is the

correlation right.

So why are saying the correlation because we are saying that the there as to be a relationship
among the variables right so if there are there is a constant this is a factor the items within the

factor the variables within the factor are some where related that means there is a correlation



among the variables right but 2 different factors should not be correlated the correlation between

different factors two different f1 and f2.

For example should be poor why or the variables let us say that means what I am trying to I say
let us say V; V, V3 let us say V4 Vs let us say if I am doing this what I am saying is if factor 1
factor 2 suppose v5 let say is you know is explaining in factor 1 and also in factor 2 we are
saying that the variable should be loading good into 1 factor and not into the other right this is
one other basic assumptions that we make and it is desirable also because if it is loading on two
different factors the same variable then we cannot theoretically say okay whether this factor

whether this variable will actually be it should be considered into which factor right.

So to avoid such a case which of cross loading is as I show you I will discuss what we have to do

okay, so now this is the correlation matrix.
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Which tells about the different variables now this variables now suppose the first variable itself
related with one right second is with the second one it is 0.18 — right okay now when it is a —
value let say sometimes you find a very significant high value but it has a negative sign what
does it means, it means that the variable is in the same factor there is no doubt about it because
of it is high absolute value but you have to reverse core it now what is reversed score means now

suppose the highest value.



In that particular variable was 6 that automatically suppose in this scale of 1 to 7 was let say 7
that should become 1 right so it has to be reverse course so that this negative value will be taking
care of right this is one thing, so this is the initial statistics which says okay these are the
variables and the commonality the Eigen value is given to you now let us look at how it is
explaining the variance explained whether first factor if you see or the first you know is 40.7

then 24.9 it goes on right.

Now how much are be saying at what point should be stop the position is there right, now we say
that whenever the variance explained by an item or a variable is less 10% that means when it will
be a 105 variance will be less than 10% when the correlation of the variable will be let say above
0.3 is it not let us understand this what does it mean so if two variables if the r = r right r is the

correlation.
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If the r = 2 0 .3 and that means the variance which is the variance is equal to at least will say we
will measure it through 0.3* right so we will say at least if we have a 0.32 that is 0.09 or 9% right
so to get a variance of more than 10% at least the r value should be little higher right the loadings
basically a loading has to be little higher than 3 so in the factor analysis the factor is loading that
comes generally is those loadings are should be taken into account only which have a value of

above at least 0.3 right

0.3 is also stays is not a very stringent value 0.3 let say 0.5 if you take it explains 25% 5.52 so to
explain at least 50% of that into that factor a particular variable explain a 50% you need 0.7 that
mans 7 7s are 49 72 okay, so one has to see that there has to be good amount of correlation right

so this is basically.
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What the you know the vales look like right so the factor 1 factor 2 factor 3 up to factor 7 and the
Eigen value is explained Eigen value I said in the last session I explain that Eigen values are the
squared loadings of the different variables on a particular factor right so if I take the variables

loadings so the square the sum of the square across let say this is a f point for the movement just



understand the sum is what we say is the Eigen values right, so now Eigen value and common

relative also I had explained.

So commonality if suppose if the researcher finds that the commonality there is a cross loading
or this is a problem is unable to understand what to do suppose in such conditions suppose a
variable is cross loading find out the variable which has the lowest commonality right now the
variable which ahs the because Eigen value has to be taken care of in the software itself or the
when you decide the number of factors right through the latent square we said but suppose in
your study you find there are some variables which give a very poor commonality of less than

0.5 let say 0.5 so if it is 0.5 less than 0.5.

Then it becomes an item for deletion so suppose you see cross loading that means a particular
variable is cross loading into two factors or you see that there are certain variables are not being
justifiably explained on basis of the theory in such conditions kindly look at the communality
value and check okay what is the communality value and the item which has the lowest

communality value is the item for deletion, right.

So you can remove that item and but please you have cross check it with the theory if it is
theoretically highly justified to stay in the study then you should keep it, retain it but suppose it
is not that strong theoretically then that particular variable should be an item for deletion because

of its poor commonality value okay. Now this is how it looks like.
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So F1, F2, F3 these are the, a, b, ¢, d, e, f, g, h, i all the different variables right, so coming up
with three factors now you see a contributing 0.6 into the first factor 0.6 into F2 and 0.2 into F3
right, so that means it is a variable loaded with the first factor, b into first factor, c first factor
again right, d is not in first factor but it is in the second factor because the highest loading is in

the second factor, e second factor, third f second factor again.

Now g is in the third factor right, h third and I third right, so if you see now this nine variables
have been distributed across the three factors evenly 3,3,3 right this is the hypothetical example
and how much of communality order variance explained by the individual variables across the
factors now the total is for the first one a is 0.36, 36% right, so second one is 67 which is a

substantially good value, right.

Cis 60, 42, 65, 47, 50, 30 and 31 so in case you feel, in case sometimes in not in this study but in
certain studies you feel that a variable is not because of a particular variable the amount of
variance explained in the study is not being proper or the variables are not fitting properly into
the right factors in such conditions if you want to avoid or delete the situation the particular

variable kindly go through the communality.

The one which has the lowest communality is the one which is the right candidate for deletion
okay, so I have already explain this now this is how a un-rotated factor analysis a factor matrix

looks like.
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These are some five variables right, and into two factors so this two factors three all the five are
let us say loaded here and here this two are loaded because if you see what is happened now
0.63, 0.57, 0.49, 0.42, 0.42 so these also do have a high value it is not key they have a poor
value, but most of the items are loaded into the first factor only and this is the case when we do

not rotate a factor this is why the rotation of a factor comes into play.

Now if you do not rotate a factor there is a possibility that most of the variables will load into the
first or one or two factors right, to avoid that situation what we do is we rotate we rotate, so

suppose this is v1, v2, let us say v3, v4, v5.
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Let us say these are the v6 let us say like this, so if now I can say let us say this is my F1, this is
my F2 okay, now that means what in F2 let us say these are ones which are coming let us say this
two and maybe this two right, and F1 only these two are coming let us say. Now if I rotate this if
I rotate this now what is happening is that possibly v1, v2 plus even v3 now comes into factor

one right, and if v6 can come or otherwise v6 and v4 and 5 will come into the factor two.

So this is an advantage that you get and the nothing changes actually when you do a rotation of
the factor nothing chances as such the variance explained in the study everything remains the

same, right.
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So it is you can see now 0.95, 0.92 in the second factor which was earlier not showing here right,

and now and these two are only the coming the rotate in the first factor okay. So this clarity

comes when you do a rotation of the factor.
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«  After rotation, variance accounted for by a factor i spread out. First factor no longer
Bocousils for man variande posidie; athers get more varunce, Total virance sctoumted
for & the same

*  Two lypes of rotation
= Drihogonal (factors uncorrelated)
= (Obligue (factors correlated)

So as I said there are two types of rotations the factor can be rotated orthogonally or there is an
oblique rotation, orthogonal means is used when the factors are or the when we say that the
factors are not correlated so you can see for example orthogonal factors are uncorrelated as it is

written out here you can see this uncorrelated right.
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And oblique means factors are correlated although what happens in social science when we make
a construct we say that each construct is sufficiently different from the other construct right there
is a case of discriminate validity but the point is in social science whoever you may say there
might some relationship between the factors for example now if I said trust satisfaction and let us
say happiness are two different factors but easily our possible in the real life that satisfaction and

actually happiness are not related it is difficult.

But the point is to understand or explain the construct well we assume that they are uncorrelated
and that assumption what take in to the orthogonal rotation on the other case we have oblique
rotation which says there is some correlation but although we say that and it is maybe practically
true also but it is a complicated you know process of obtaining a oblique rotation right
orthogonal just says they are uncorrelated and there is a 90° between them so it is uncorrelated so

that becomes most simpler and it is more widely used okay.

But in case you feel while conducting a research that suppose there is a cross loading showing on
two three variables on to two factors on two three factors then what you can do is you can go for
orthogonal rotation and in case you do not find in any change in the cross loading patterns right
that means the still the patterns of cross loading have been shown in the rotated factor also then
in that case kindly try to see and use other rotational methods right in oblique also right that
means there could be a correlation and may be if you use the oblique rotation method maybe the

cross loading will disappear. So there are different methods of orthogonal rotation.
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It is reject 90 0 as I said, so the uncorrelated right and out of this the varimax rotation if you can
see is the one which is highly used right what it does is it maximize the sum of the variants of
required loadings of the factor matrix right, it basically it is work in a column right the
distribution of the weights across the columns other matrixes for example under orthogonal or
the quartimax in the equimax which are seldom use which are not much utilizes because it works
on basically the rolls right it simplifies to ones and O s in the row right item loads on one factor

almost 0 on others.

So this is generally less utilized in comparison to the varimax which is on a column basis right so
and again as I said the oblique rotation is the one where it could be less or more than 900 that
means there could be there is some correlation it is not 90 it is not you know this is not
perpendicular to each other right. So these are some of the things that the researcher needs to
understand, so it provides structure matrix of loadings and a pattern matrix of partial which to
interpret now there is a question when you do a oblique rotation there are two things that will
come now one is the structure matrix and a pattern matrix, now which one should you interpret

we will see.
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Now let us see a case now for example th9is is the orthogonal rotation which as we have done so
if you see it is basically perpendicular as you can see and this two are at a 90 0 to each other
okay 90 O right on the other hand this is the oblique rotation where there is no you know the

angle is not 90 so it is anything beyond less than 90 or more than 90 okay.
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*  Nunnally suggests using orthagonal 35 opposed 10 oblique rotations
= Orihogonal is simgpler
= leads 1o wame conchusion:
= Qbligue can be mileading
¢ Ford ot al. suggest wieng obbgue unless orthogonality assumpton & tenable

So which one now should you use so many researchers have said Nunnally being a very popular
researcher, who has explain that orthogonal is more simpler although it might not be very
practice to you know I have many a times used seen that oblique rotation gives better results but
orthogonal is still simpler to understand and get a better explanation okay and oblique can be

actually misleading sometimes yes it is possible.

So many thing we have out of this some all things we have discussed already so cross loading are
problematic so you need to understand what you do want to do as I told you if there is a cross
loading that means one factor then is one variable loading in two factors then you need to
somewhere first it is an item for delusion or else you can see whether theoretically that variable
should go into which factor so that is completely the researchers you know propagating or he

could just delete this by utilizing the different factor with rotational methods okay.
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Interpretation

+  Factors ususlly mterpreted by observing which variables load highest on each factor
= 3 priori crteria for loadings (min 3+)

+ Name factor, Always provide factor loading mation study.

*  (Cross-loadings are problematic
= B prior criteris for “Urge” cross-loading
= decide 2 prioel what you will do

*  Factor loadings or summated scales used to define new scale. Can go back to
correlation matrix and do not only wie factor loadings. Loadings can be inflated

And finally two things which are important as a factor analysis loading for the some matrix

scales which I have earlier explained in the last session also right okay.
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Using FA Results

*  Single surrogate measure - choose a singhe isem with a high loading to represent factor
o Sumenated Scale*

= Form a composite from items loading on same factor

= Average all inems that load on a fxctor (unit weighting)

= Calculate the alpha for the rebablity

= Name the scale/construct
¢ Factor Scores

= Composite mr.l[%.rm for each factor were computed for each subject

= Baed on all factor loadings for all items

= Nat easily replicated

So how do you do this I am skipping this slides I am getting into directly the one oaky from here
we will talk about the using FA results this is very important till now we have understood how to
create the factors okay and how to make the factors basically right on what basis you make the

factors now the question comes we said it is an interdependence techniques.

So the question is can I use this factors how will I use the factors what is the basis or what the
methodology of using so in the last session also I told you two things one is called the factor
score right now the other is called as summated scale right summated scale was the nothing but

the average of the variables.
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Across the particular respondents right for a particular factor that means what, what do I mean by
this when I am saying I am saying that let us say let us say when I wanted to do summated scale
let say this is factor 1 which has got V1 V2 V3 V4 and I said 5 3 4 4 so if I want to take a
summated scale of factor 1 summated scale of factor 1 it will be like for example in case of

respondent 1 it will be 53 8 4 2 6 4 so respondent 2 could be let say 323479 12 2 so it goes on
okay.

(Refer Slide Time: 22:25)



Reporting

¢ |fyou create a Ractor based scale, descnbe the process
*  Factor analylic study, report
= Theoretical rationale for EFA
= Detaded description of subjects and items, inchading descriptive stats
= Correlation matrix %

= Methods used (PCA/FA, communality estimates, factar extraction,

roltation)
= (riteria employed for number of factors and meaningful loadings

= FaCLOf matrin (aka pattern matra)

And this the value is highly efficient and highly utilizable important value to us okay so once you
have this right once you get this factor summated scale and the factor scores then you can use
this factor scores for your other study in the regression and other things right so I think now I
have explained you enough to understand the explorative factor analysis the rational beyond the

explorative factor analysis which is a correlation.

You know the correlation value right which is the basic underline backward you know the
structure skeleton of this factor analysis is a regression model but an it uses a correlation value
also to explain itself so the question is this is how we generated several factors out of a large
number of possible variables right so now the question comes you can always go through this,
this are later on right but the point is now what happens is there is a different kinds of factor

analysis also which is very important right.
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And which we need to understand now what this factor analysis is so in this factor analysis
instead of exploring we will try to make it confirmatory study now what is the confirmatory
study now we have been saying we as a word suggests confirm as I said right a and b so I know
that say there are three variables V1 V2 V3 there are let say three variable here let say what I am

doing is.

I am just changing like this six variables in total let say V6 okay and V3 V5 and V4 comes into
let say now how did I know this, this has come out of theory right and there is a this is the
basically co variance model that means both the variables are the constraints also variable right
so if you have the constraints the summated scale of the making it as summated scale it becomes

a typical variable right.
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Confirmatory Factor Analysis

*  Part of construct validation process (do the data confarm to expectations regarding the
underlying patterns?)

¢ Use 5EM packages to perform CFA

*  [FA with specified number of factors for a critenon is NOT a CFA

& Basically start with a correlation matra and expected relatonships

*  Look at whether expected relationships can reproduce the correlation matrin well

*  Tested with chi-square goodness of fit. M significant, data doa't It expected structure, No
confirmation

& ARpraative medduned of i svailable

So the question is if I have this condition and I want to check the effect or I want to even test the
hypothesis or something I can do it I can do it with the help of the confirmatory factor analysis
now let us see what is the confirmatory analysis so it uses something called as a structurally
questioning modeling now to understand hypothesis in order to test hypothesis we use something
a confirmatory factor analysis method a special case of confirmatory factor analysis which is a

SCM right.
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Confirmatory Factor Analysis

*  Partof construct validation process [do the data conborm 1o expectations regardng the
underlying patterns 7}

*  Use SEM packages 1o perfoem CFA

«  [FA with specified rumber of factors for 4 critencn i WOT a CFA

¢ Basically start wath a correlation matri and eapecied itlatorrihips
Look at whether expected relationships can reprosduce the correlation matris well

*  Tested with chi-square goodness of it I significand, data don't I sxpecied siruciure. No
torfirmaton

¢ ARernative meddune of Bt evailitle

So what happens is it starts with you know it is like a construct validation process, so the
construct needs to be validated and how do you validate the construct, now this construct is first
of all are correct thing or not correct first you have to check that, to check that we have very
different construct validation techniques for example we use convergent validity, discriminative

validity, nomological validity right of this convergent.

And the discriminative are the popular one. SEM is used right, so it basically starts with the
correlation matrix, as I said that the co variance is the correlation. In the earlier topic we
discussed but a correlation cannot be a co variance why because correlation is the co variance

basically. So that has to be remembered right.
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Confirmatory Factor Model

i

Now this how the confirmatory factor model looks like, so there is clear evidence x1 x2, x3 x4,

x5 x6 x7, now we know that these relationships are very clear the researchers are aware of it and
these are the basically the error terms, which is taken into the account, those errors are ignored,
but in the case of the confirmatory factor analysis the errors are taken into the account and we

also feel that there is a possible relationship among the errors.

Why? There is nothing but the unexplained variances, so unexplained variances could have the

relationship between the variances right. This is how this is the example right.
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That this constructs have their own variables some are shared and some are unique okay. I would

like for people let me just brief the confirmatory analysis and the explain infact what I have done
is that, I have created the slide to tell you the steps, so here I just explain that part, there are few

steps.
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Steps in Factor Analysis: The Correlation Matrix

+ 1" Siag: the correlation matrix

- Generate a correlation matrin for all varables

= Igsrilify variables not relatid 10 other variablis

= [f the correlatson between vanables are small, it is unlikely that they share
comman factors (vaniables must be related b0 each other Tor the tactor model 1o
be appropriate).

= Think of correlatagns in srsolute value

= Correlaton coeficients greater than 0.3 in abeolute value e indicative of
scceptible cormelatan

= [Examine visually the appropristeness of the factor model

First step is to developed the correlation matrix any factor analysis.There is something called a
Bartlett test of sphericity infact why I kept the slide I remember now because I thought you
might I wanted to teaching the theory you should also remember the steps to be followed right,
1% is when you do a factor in SEM what you should do is basically the exploratory we are talking
about. So what we dop basically is that we try to find the correlation matrix among them

variables 2™ is to understand whether there is correlation existing at in the variables are not.

And that is done through a Bartlett test once which you have in the last session also, that there

should be loadings that means, Bartlett test when you say.
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The value should be less than 0.05, that si if it is less than 0.05 that means the null hypothesis
will be rejected; null hypothesis will be there is no relationship correlation between the variables.
And there is something called the KMO is used, KMO value of 0.7b around we take, 0.5 is the
cut of value, if we say that whether the number of the sample is using is justified is good enough

to explain the factor or not, that can be known through the KMO study.

The KMO value you can see that, the KMO value basically tells that if it is about 0.5 that means
there is the sampling adequacy that means the numbers of the samples used are good enough but

a very high value like point 8 or point 7 is much better is a great right.

(Refer Slide Time: 29:06)



Steps in Factor Analysis:Factor Extraction
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Third is the factor rotation extraction which I always said right I always have explained then we

did you know.
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Steps in Factor Analysis:Factor Extraction
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We explain the variance so this is how you understand the variance so the first 10 variables the

three factors emerged and this is three factors have explained 58.56 okay.
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Steps in Factor Analysis:Factor Extraction
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And this is how also you find a graphical I explain that
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Steps in Factor Analysis:Factor Extraction

Component Mitrn uing Preaciple Component Anabyis

e e

Okay this are the three factors you know this is a I think good to see one example this are the
very for example you see I discussed my first exaction persons in schools I tried to develop step
by step action so all this things all this are loaded into three different factors the first factor has
got one, two, three right then how do you know this now you can just look at the values highest
is here right in the three then this one is the second highest right but this is the sign of cross
loading okay third is this one again fourth is this one again but again you see they are very close

to each other right.

So this is how you decide which variable goes into which you know loading which factor so then
you do the factor rotation and after factor rotation through orthogonal or whatever now the same
result has been re distributed you can see you can compare it and you can find that the cross
loading are minimized if you see in second for example now if you look at this there was a cross
loading in the second case right now let us look into here now it is very clear this is the one it has

now moved into the third you know factor okay so this is what it does
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Steps in Factor Analysis:Making Final Decisions

4™ Shpp- Making final decsions
= [The fonal decisann about the number of [aiton 1o choose 4 the number of facton
figr i POmaed Sodution That i mosl interpeetable
= T idemtily faC10m, group vafiabked that have [arge loadings 109 the same Ractod
= Plcts of haschrgs provide & visual foe variable clusten.
= Irderpret facton according bo the meaning of the variables
+  This decwon should be guded by
= & pradh CORCEptual Bielets abowut this mumbeis of Tactors Ifom past niearch of
theory
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And fourth step is to make the you interrupt you name the factors right.
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CFA Features

* The number of factors and the observed variables
(indicators) that load on each construct (factor or latent
variable) are specified in advance of the analysis

* Generally indicators load on only one construct (factor)

* Each indicator is represented as having two causes, a
single factor that it is suppose to measure and all other
unique sources of variance represented by
measurement error

And you do it now this is what I had prepared but now what I will do is maybe I will just
explained you today the exploded factor analysis only and I have just briefed what is the
confirmatory and then again I showed you a table so this stable was to explain you the you know
the how to conduct the factor analysis you can when you see this slides later on also you can go
step by step and understand what exactly is to be done and how to utilize this factors later on for

other purposes or other studies right which is of high importance okay.

So well this is for the session what I will do is in the next session may be I will carry on with the
second path confirmatory factor analysis and structural equation modeling right so structural
equation modeling is a special case of a confirmatory factor analyze only so it is the part of
factor analysis so where we will try to test hypothesis right in a exploratory factors you were
unable to do test hypothesis so in a or path analysis we will try to test a hypothesis also with the

help of you know with the study right.

So that we will do in the next coming session and I think today what we have done is
introduction or a beginning into the factor analysis and I am sure you are very clear with it and
you can just go through and browse to the terms that I have explained and if there is something
you can maybe we can talk about it so the point is please remember this theses are very
important terms what a like for example I said submitted scale factor scores factor loading you

know rotation orthogonal rotation oblige rotation.



Then all this values all this different concept and terms are very important and to one should be
very clear with it and please remember one thing never ever always when you do a factor
analysis it has to be on the variables and this variables are basically variables in a continuous
scale right on a interval scale for that right so this is what we have for this session we will meet

in the next session with confirmatory factor analyses thank you so much.
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