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Module - 8
Lecture - 63
Dummy Variable (Contd.)

Hello and welcome back to the lecture on Applied Econometrics. So, we have been talking
about dummy variable, and in the previous lecture, we have seen the reduced form equation.
And so far, we have been talking about interactive dummy. And in interactive dummy, we
have seen how that looks like.
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It only impacts on the intercept; nothing to do with the slope. Now, if | want to have the
slopes changing, so, how we are going to deal with the dummy variable? That is the topic of
this lecture. Now, we have seen that one assumption we have made all throughout is that the
slopes for all the different equations which are clubbed together in the reduced form

equation; so far, what we have seen, the slopes are constant.

So, the slopes are same for; in the previous equation we have seen; for be it female, be it
male, be it a person a part of union or non-union, be the person is white or non-white; for all
the cases, the slopes are same. Or in the previous equation we have seen, for males and
females if we run regression equation separately using national sample survey data in India;

we have seen that.



So, we have seen that the coefficient of education or experience, they actually change. So,
what we get for the full sample data, the regression coefficients, they are quite different from,
when we use the sub-sample of male and female separately. So, that kind of gives us an idea
that, well, if we keep the slope constant, perhaps that is somewhat a big assumption we are
making, and we need to look into that. And to address that issue, we essentially bring in the
concept of slope dummy. And let me actually show you how it looks like if | use a slope
dummy.

(Refer Slide Time: 02:09)

Slope Dummy or Interactive Dummy with
other dummy variable Variable (Case IV)

We have implicitly assumed that the slope of the regression line is the same for each category
of the qualitative variable with only difference in the intercept as if there is a translational

movement of the regression lines

+ However, we have also seen the coefficients of other explanatory variables are not the
same in all types of equations (male specific, female specific, equation with dummy
variable)

+ To do that, we introduce a product of a dummy variable and another explanatory variable:
Gender and Education (in this case) or Gender and Experience

+ Corresponding rotational movement of the regression line (diagram - next slide)

+ Source: Dougherty

So, it is essentially, there are different types of slope dummy we can have.
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So, I will draw different cases here. So, | have in this case, the first case, let us say, | do not

have any slope dummy here, only intercept dummy. And if | have intercept dummy, so, this



is the same equation like we had previously. It is, the 2 lines are parallel, the angle between
them is, the slope is basically same for both the lines, and only difference is the intercept
delta.

Now, if I have this equation is equal to, let us say, some constant term plus some delta into X
1 and some beta X 2. So, this is the equation of this line. And here, since this is the reference
category, delta is equal to 0. So, what I will get? | will get C plus beta X 2 for this equation.
Whereas for the other line, we will get, because of the delta value, we will have this equation

C plus delta X 1 plus beta X 2. Now, that is the usual case.

So, there is no change in the slope. Now, when I introduce a slope dummy, things are little
different. And let me actually show you how it would work. So, let us say | have drawn the
same line here, C plus beta X 2, the same line as the reference dummy category, Y is equal to
C plus beta X 2. And | have drawn the other line; but this time, I am actually allowing a

change in the slope.

So, here | will have theta and theta 1, let us say. And the change in the slope will come from
the fact that | have allowed the X 1 to interact with X 2. So, essentially, the equation is going
to be, let us say, C plus delta X 1; and there is a coefficient, let us say, beta plus beta 1,
another beta, beta 1 into; this is beta 1; into X 2. So, what | have done here? | have basically

included this variable X 1 and | have allowed this variable X 1 to interact with X 2.

And because they are interacting, 1 am actually getting a slope coefficient added, so, which is
beta 1. So, earlier | had only this coefficient delta. And now, because the 2 variables are
interacting, | am getting another component here; beta 1 X 2, which is actually rotating theta,
which is actually adding the slope component here. It can go either way, but this is what is
happening. So, because | am allowing the interaction here, so, | get something like beta 1 X
2.

Now, | can have another category. So, let me actually name the diagram. So, let us say this is
diagram 1, this is diagram 2 and this is diagram 3. Now, in diagram 2, what we have done?
We have actually allowed both the; this is the intercept dummy, just like the previous case.
And this value is still going to be the same value which is delta; but in this case, if | want, |

can simply avoid the intercept component.



What | can do instead, | can just introduce the slope component here, just the slope
component. So, how will it be? So, let me try to draw it. Let us say the same line here of the
reference category. This is theta. And my equation is as it is, Y equal to C plus beta X 2. And
in the next equation, | do not allow the; so, if I do not allow the delta component to come in,
essentially, both the lines actually pass through the same point, because the intercept is

basically the C for both the lines.

So, it is the same as in all the cases. The intercept remains C. But what | am allowing here? |
am allowing the interaction term to be present. And that is why the slope is becoming theta 1
here. So, this is the slope; this is theta 1, just like before. And the equation is going to be Y
equal to C plus beta plus beta 1 into X 2. Essentially, what we have done? We simply omitted
the intercept dummy.

So, essentially, these 2 cases, in D 2 and D 3, what we have seen is that, we have allowed the
slope to change. We have allowed the interaction to happen. And to give you an example,
like it could be for example, in our previous case, we had different dummy variables like
female; we had union, non-union; we had white, non-white. Now, if I try to understand, let us
say, the impact of female education, so, which should be an interaction between female and

education, what would be the impact of female education on the wage?

So, in that case, | will allow something like, let us say, my dummy variable female into
education. So, this is how we will explain the interaction dummy. And let me actually show
you in code, how it actually will look like.
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Nunber of obs = 1,289
F(5, 1283) = 122.61

Source

Model | 25967.2805 5 5193.45611 Prob > F = 0.0000
Residual | 54342.5442 1,283 42.3558411 R-squared = 0.3233
Adj R-squared =  0.3207

Total 80309.8247 1,288 62.3523484 Root MSE = 6.5081
wage Coef,  Std. Err, t Pt [95% Conf. Interval]

education 1.370301 0659042  20.79 0.000 1.241009  1.499593
exper .1666065 .0166476  10.38 0.000 1351242 1980889
female | -3.074875 .3646162 -8.43 0.000  -3.790185 -2,359566
nonwhite | -1.565313 5091875  -3.07 0.802  -2.564245 -.5663817
union 1.095976 5068781 2,17 0.031 .1031443  2,088807
_cons | -7.183338 1.015788  -7.07 0.000  -9.176126 -5.190551

So, we had this equation here, right? Now, what | am going to do?
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B e s H
53
54 replace SC = 1 if socgr == 1
55 replace SC = 0 if socgr !=1
56
57 replace ST = 1 if socgr == 2
58 replace ST = 0 if socgr !=2
59
60 replace 0BC = 1 if socgr ==
61 replace 0BC = @ if socgr !=3
62
63 replace Gen = 1 if socgr ==
64 replace Gen = 0 if socgr != 9
65
66
67 regress wagetotal genedu exp expsq gender sectornew ST SC 0BC if prinactstatus > 21 & prinacts
68
69 regress wagetotal genedu exp expsq gender sectornew ST SC 0BC Gen if prinactstatus > 21 & prin
70
71 regress wage education exper female nonwhite union
72
73
74
75 gen femedu =.
76 replace femedu = educationxfemale
77
78 regress wage education exper female nonwhite union femedu
79

| am actually going to write another line here. So, this was my code. Now, here | am going to
do gen, let us say female education is equal to dot; replace is equal to, let us say, my
education variable and my female variable. So, when my female is equal to 1, so, it will give
some value; but if my female is equal to O, it will basically give a 0 value. So, female

education could have some value for female education if the female is equal to 1.

So, only in that condition, you will get some value; otherwise, it will be 0. If it is male, it
really does not look into that. So, let me actually run it and let me actually add all these

variables in my regression. And here we will have, say this new variable, fem edu. So, let me



run the whole, all the 3 equations. Let us see how it behaves. | have run it, and let us see the
result here.
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. replace femedu = educationsfemale
(1,289 real changes made)

. regress wage education exper female nonwhite union femedu

Source S5 df Ms Nunber of obs = 1,289

T F(6, 1282) = 103.19

Model | 26154.5202 6 4359.0867 Prob > F = 0.0000
Residual | 54155.3045 1,282 42.2428273  R-squared = 0.3257
Adj R-squared =  0.3225

Total 80309.8247 1,288 62.3523484 Root MSE = 6.4994
wage Coef.  Std. Err. t  Pt| [95% Conf. Interval]

education 1.492011 0878829  16.99 0.600 1,320501  1.665321
exper .1643591  .0160616  10.23 0.000 .1328491 1958691
female .5205381  1.746147 0.30 0.766  -2.905081  3.946157
nonwhite | ~-1,597437 .5087366  -3.14 0.062  -2.595484 -.5993888
union 1.171601  .5066774 2,31 0.6021 1775931 2.165609
femedu \-.2733575 12984 -2.11 0.035  -.5280798 -.0186352
_cons | -8.773084 1.264614  -6.94 0.000  -11.25402 -6.292143 <>

end of do-file
7=

{
7 ) Mo ) / L 1

We got some results. So, let us try to interpret the result. So, here you see, we have, when we
included this new variable, female education, so, we got this value, certain value for female
education. And here, we see that this is a value of minus of 0.27, and which is, P value is
0.035. So, that is, it is less than my alpha equal to 5%. So, it is going to be significant. So, it
shows that, if a female is having education or the impact of female education is going to be
0.27 unit less than the corresponding reference category; so, basically, the male education;

basically, male is the reference category here.

Now, so that is basically the impact of female education vis-a-vis impact of male education.
And this is how we should interpret. Now, what has happened here is that, because of this
new coefficient term, this new variable, female education, your slope of the new regression
line will change. So, this is how we will understand the intercept dummy. So, we have the

contribution for female here.

It is as it is, like the intercept term, but we have allowed this rotation to happen, this rotation
of the line to happen because of the female education coefficient. So, this is how we will
understand the concept of slope dummy. Now, | could have very well omitted, say female
altogether.
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replace S
replace S

1 if socgr == 1
0 if socgr !=1

C
C

replace ST = 1 if socgr == 2
replace ST = 0 if socgr != 2

replace 0BC = 1 if socgr == 3
replace 0BC = @ if socgr != 3

replace Gen = 1 if socgr ==
replace Gen = @ if socgr != 9

regress wagetotal genedu exp expsq gender sectornew ST SC 0BC if prin?
regress wagetotal genedu exp expsq gender sectornew ST SC 0BC Ge J
regress wage education exper female nonwhite union

regress wage education exper nonwhite union femedu

I could have simply written this, in which case, what | would have had is, let us say, | am just
deleting this female part and I am just including female education. And if I run it, so, what |
get is this equation.
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|, do "/var/folders/87/97q8cqxs70qdp5sx2w583p940000gn/T//SD01012.000000"

|, regress wage education exper nonwhite union femedu

Source SS df MS Number of obs = 1,289

1 F(5, 1283) = 123.90

Model | 26150.7662 5 5230.15323 Prob > F = 0.0000
Residual | 54159.0586 1,283 42,2128282 R-squared = 0.3256
Adj R-squared =  0.3230

Total 80309.8247 1,288 62.3523484  Root MSE = 6.4971
wage Coef. Std. Err. t o Pt [95% Conf. Intervall

education 1.475815 .0665673 22,17 0.000 1.345222  1.606407
exper .1646587 0160245  10.28 0.000 11332216 1960958
nonwhite | -1,591492 5081651  -3.13 0.062  -2.588417 -,5945658
union 1,158321  .5045359 2,30 0.022 .1685148  2.148127
femedu | -.2355623 .0270663 -8.70 0.000  -.2886014 -.1824032
_cons 13539698 .9927885  -8.60 0.000  -10.48737 -6.592031

= { 1
So, in this case, what | have done is, | have actually removed the intercept dummy, | have
only kept the slope dummy. So, this is the case D 3; this is basically same as the D 3; and the
previous one is basically same as the D 2. Now, we got the concept of slope dummy. Now, if
| want to understand the impact of slope dummy on reduced form equation; so, previously we
have seen that; we had all these different variables, different dummy variables and like
putting value is equal to 0 or 1, we get the coefficient terms, and we add that with the

intercept term, and that is how we get many regression equations for different categories.



And that is only for the intercept dummy. Now, in case of slope dummy, if | have a slope
dummy, how do I really interpret my reduced form equation. How do I really unbox the
reduced form equation and get many other regression equations? And let us actually see that.
So, let me actually go back to my whiteboard and let me create this equation.
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So, here, what my regression equation is; in the previous example, my wage is equal to, let us
say there was some constant term, beta 1 plus beta 2 into education. Then | had beta 3 into
experience. Then | had say beta 4 into female. Then I had beta 5 into non-white. It was union.
And then, | have this another variable that |1 have added, let us say beta 7 into female
education. So, this is the product of female education. This is a slope dummy here; this one is

a slope dummy.

So, let me actually identify, because this is a new element we have included; this is a slope
dummy. Now, the point is, when | am talking, when | am actually trying to get the reduced
form equation, and when | am trying to get all the different equations from the reduced form
equation, so, how do I really interpret the new equation? So, let us say | want to understand
for female non-white union. So, how we are going to include the beta 7 here?

So, what will happen is that, | will have a value for; | will have beta 1; then I will have beta 2
into education as it was; then | will have beta 3 into experience as it was; then of course, |
will have beta 4 into female; then | have, because | have included female, then I have
included non-white, so, | will have; actually I could have written non-union; I can exclude

one variable. And | will have one coefficient for non-white; so, this beta 5 non-white.



And then, I have to include; beta 6 is omitted, because it is non-union; so, | have to include
beta 7 into female education. This is because of the fact that | am talking about the females.
So, I have to include beta 7 here. So, that is going to give me the specific regression equation
for female non-white non-union category. Now, if I look at only males, then, beta 7 is going
to be omitted.

So, in this case, if | am actually talking about males, then the beta 7 is going to be omitted.
So, this is how we will understand the reduced reduced from of the equation here. So, here,
we have actually seen the interaction between a dummy variable with a numerical variable.
Now, I can also have an interaction between 2 dummy variables, 2 categorical variables. And
let us see how that will work.
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So, let us say my interaction term here; let us say | want to include a slope dummy for female
who are in union. So, then it will be female cross union. So, that means, only if female;
female can take 0 and 1; so, only when it is female, it will be 1. And union can take 0 and 1.
So, that will mean, only if the person is a part of union, that is going to be 1. So, essentially,
if we multiply, it will have only one value of 1 when both are correct, female and union; in all

other cases, it is going to be 0.

Now, if I include this in the regression equation, so, my regression equation, let us say, wage
is going to be; let us come back; so, beta 1, plus beta 2 into edu, beta 3 into experience, beta 4
into female; female is going to be there, because we are talking about female; beta 5; note



that we are actually keeping beta 5; let me see, it was non-white; beta 5 for non-white; beta 6

into union. So, we are keeping both female and union dummy variable as it is.

So, we have not removed them, but we are including one more dummy, let us say it is beta 8,
because we have used one, this beta 7 in the previous equation, we can write whatever you
want; beta 8 female union. Now, you will include beta 8 only if I am asking for the, someone
is interested to know the impact of both female and union. So, if and only if you are
interested in the impact of both female and union, you will include beta 8, but in all other

cases, if it is male, beta 8 is going to be 0.

So, you basically do not include anything. Or if it is female non-union, this is going to be 0.
Or if it is male union, it is going to be 0. So, all other categories are going to be 0. Only if
female equal to 1 and union equal to 1, you are going to include beta 8. So, if I finally want a
wage equation for; let me use a different colour; wage for female union white. So, | will have
beta 1 plus beta 2 edu, beta 3 experience; let me reduce the size a little bit; then of course,
beta 4 female; and because it is white, so, beta 5 is going to be omitted; beta 6, of course is

going to be there, because we are interested in union; and then, beta 8 female union.

But had it been male, so, this term would have been 0; | would not have included. Had it been
female non-union, | would have excluded beta 8. So, this is how we will understand the
reduced form equation when we are including the slope dummy. So, one thing that we have
to keep in mind in this case is that; so, here | have only used, say 1 or 2 slope dummies; so,
female education, female union and so forth; but if I actually allow all the possible
combinations to be present for all the interaction terms, so, then, it is going to be something

like what we have seen for subpopulation regression.

So, in that case, the equation for the male population and the female population as we have
seen in the national sample survey data, that is going to be same as the same dummy variable
equations if we managed to introduce all the different slope dummies. So, this is basically the
idea of slope dummy. And we are going to see that, actually, how to introduce slope dummy
and how many slope dummies to be introduce and how it is actually going to become like our

normal regression of subpopulation regression.



That we will see in the next lecture where we are going to talk about the test, different kinds
of tests and to understand, basically the best model when you use a dummy variable. So, with

this, we end this lecture here. Thank you.



