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Hello and welcome back to the lecture on Applied Econometrics, and we are talking about 

dummy variable. And we have been doing an example where we use national sample survey 

data for West Bengal, and we want to understand the impact of different variables including 

different types of dummy variables on my dependent variable which is wage.  

(Refer Slide Time: 00:44) 

 

And as I said previously, we used; I will just refine the variables a little bit. So, normally, we 

can use age as a proxy to experience, but we can also create a variable called experience and 

we can use that variable experience in my regression equation. So, let us say I have created a 

variable called experience. And how we code it? So, I will replace experience as; so, I have 

already run this gen exp equal to dot.  

 

So, basically, that is how you create a new variable in your Stata. And this is going to be 

your, let us say, a person; I will consider a person age and let us say general education. I will 

just explain this; minus 5 is the experience. And how would we do that? So, we assume that 

someone joins school at the age of 5. And then, that person has some years of general 

education.  



And then, if you subtract that from age, so, that is basically the experience of that person. So, 

we assume that after the completion of the education, that person has joined the labour 

market; and that becomes their experience. So, that is one. And we are actually going to run a 

very standard wage regression where we use Mincerian wage regression. And we actually 

also use experience square with experience.  

 

And that is because of how the experience variable behaves, which we have seen from lot of 

empirical data that over a period of time, it actually plateaus. And that is why we need to use 

another explanatory variable that is experience square. And let us say that is, I replace it with 

the value of expsq is equal to exp into exp. So, basically, that is experience square. So, this is 

one variable I am going to include in my regression equation. And now, we have seen 

something interesting that we have to explain here. We are including 2 dummy variable here. 
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In the first case, I am going to include just one dummy variable, and that is, let us say, the 

gender or sex. Now see, the way people in the field who collected data or people who 

actually processed the data, that the way we got this raw data, we had the dummy; the values 

were 1 and 2. And as an econometrician, as a person who is running the regression, we have 

to define how we are going to use the different values of this dummy variable. Similarly, for 

sector which is rural and urban, we will have 1 and 2; we have seen that. 
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Now, how do I really want to use it? So, as a convention, what I do is, I actually convert 

these values into 0 and 1.  
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And I will tell you the different implications of these different values that we use. So, I have 

this variable sex already. Let us say I create a new variable called gender, and gender is equal 

to dot. And I replace the gender is equal to, let us say, 1. So, this is for, let us say, for females 

or let us say it is for males. If let us say my sex, the other variable was 1. So, sex had 2 

values. And I am just going to explain what I am doing here.  

 

Replace gender is equal to 0 if sex is equal to 2. So, it means that, what I have simply done is, 

someone having a sex is equal to 2, means female; I have assigned a value is equal to 0 and I 

have called it a new variable gender. So, basically, what all I have done, I have incorporated a 



new variable gender and I have changed the values from 1 and 2 to 0 and 1. Now, if I run a 

regression, let us say, instead of; so, I have created this variable called experience, experience 

squared and gender.  
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We will see that, of course, all these different variables are significant, because I know from 

my experience, it is a standard regression equation. So, I have included these variables 

because these variables are going to be important. And this gender, of course it has taken a 

value, and it has shown something positive here. And what do we actually interpret? So, 

previously, it showed something negative in the previous example, -385.  

 

And in this example, it is showing something positive which is +391. So, how do we explain 

that? So, that is our first task here. Now, look at the gender dummy. Think about what we 

really assign the values as. So, we assign the value of gender is equal to 1 in case it is male; 

and value of gender is equal to 0 in case it is female. Now, I said that when we interpret 

dummy variable and the way the Stata or other; when I do a regression equation and we use 

dummy variables, so, one category always becomes the reference category.  

 

So, here, the reference category is equal to 0. And my reference category means here the 

females. And the way I have assigned value and I have given a value of male higher than 

female, so, it is how the basically convention is. So, basically, what Stata is doing, it is trying 

to see the impact of this 1 unit change from 0 to 1. So, the moment you move from 0 to 1, 

how much your wage is changing. So, it is 391 rupees a weak for males.  

 



So, now, I will interpret it as; because I know that my female is a reference category, so here, 

a male actually earns 391 rupees more than a female in a given week, let us say. And you see 

the values are little different. It is 391; previously it was 385. It is simply because I have 

changed the other explanatory variable; because, instead of age, here I have used experience 

and experience squared.  

 

So, if I actually use the same explanatory variables, we will see; let us actually see if I have 

the same explanatory variable, just age. So, it is just like this equation. All I have done, I have 

changed sex to gender, which is nothing but converting the values 1, 2 into 0, 1. And 

previously, in this case, my reference dummy was male, because male was valued as 1, 

female was valued as 2, and by convention, Stata will pick the lower value as the reference 

category which is the male.  

 

So, we saw the impact of being female with respect to male. And here, what you are seeing is 

impact of being male with respect to female. So, let us see what happens if I run the 

regression. I have run it. So, now you see what we got. 
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What we got is the same 385.9, but with a positive sign. So, that means, the impact is same; 

impact is 385.9 rupees. Here also we had 385.9 rupees, but it has a minus sign, because there 

I was comparing females wage with respect to males. And here, I am comparing males wage 

with respect to female. So, the quantity, the magnitude remains exactly the same. It only 

changes the sign. And the impact of other variables are going to be same.  

 



So, it does not matter which one you choose the reference category. So, I could have very 

well scored in my; the way I have created the variables, I could have very well scored female 

as 1 and male as 0, instead of male as 1 and female as 0. So, all that would have happened, I 

would have gotten a minus sign here. So, it does not matter how we assign the values of the 

dummy variable, it will give you the result, the interpretation of the result remains the same.  

 

You will just see the change in sign. So, now, let us see, we include another dummy variable 

in the same category, binary category, and we have seen that is we want to include sector. 

And here also, we see the values of sector is 1 and 2. And let us first simply run a regression 

equation where we will use sector. So, it is a dummy variable. It is like Stata will analyse the 

dummy variable assuming that it has two values, 1 and 2. And let us see what happens here. I 

have run it and what I see?  
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I have seen the sector; if sector is 2, it has; so, since I have 2 values, sector is equal to 1 and 

sector is equal to 2, and by convention, Stata will choose sector is equal to 1, the lower value 

as the reference category. So, the category, sector is equal to 2, that has 124.4 rupees higher 

earning per week. So, here, the way the NSS data is coded, the sector is equal to 2 means it is 

urban; it is a city. So, city people actually earns rupees 124.4 higher than a rural person.  

 

So, that is what the interpretation is. And the P value is very low; so, it means it is a 

significant result. The difference is significant. Now, that is, I have not changed anything. I 

have used the variable just as it is. Now, if I actually; like in the previous case, if I want to 



create a new variable, let us say sector new, is dot. And what I am doing, I am simply 

changing the value of the dummy variable; that is all. And why you do that?  

 

Usually, when we have the dummy category, we keep it as 0 and 1, binary dummy category; 

0 as the reference category and 1 as the other category. So, you see, the results are not 

changing. In the previous example, we have seen, the results are not changing. If it is 1 and 2 

and 0 and 1, there is no difference, because it is always considering the relative difference. 

So, 1 and 2, the relative difference is 1; the 0 and 1, the relative difference is 1.  

 

So, there is no change because of that. Only thing that here we are ensuring that we basically 

can assign which one we want as a reference category. So, the moment we put a value is 

equal to 0, so, that category becomes a reference category. So, let us do that. So, replace 

sector new is equal to; let us say I want to have my, let us say rural as 0, if sector; so, 

previously, my rural was I think 1. Replace sector new is equal to 1 if sector is equal to 2.  

 

So, if it is a city, in a NSS Stata city means 2. So, I have basically created the variable 1. So, 

in this case, if I run a regression, my base category is going to be the rural, and the urban is 

going to be the other category. So, it will measure the impact of being in the city vis-a-vis the 

impact of being in a rural area. So, the regression equation will not change, because 

previously also, the ordering was that, like, the way we have seen the values, the 1 was for 

the rural category and 2 for the urban category. So, it will always by default measure the 

impact of being in 2 vis-a-vis the impact of being in 1. So, here, the regression equation, we 

will get the same regression equation.  
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All I have done, I have created a new variable, sector new. So, let me run the full code here. 

And we will see, we got the same regression equation here.  
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Just the same regression, 124.48, right? And of course, the other variables are remaining 

constant; I am not doing anything with other variables. Only thing that we are concerned here 

is the sector new value. And we will see, the sector new value is going to give the same value 

for the coefficient, 124.48, because we have only changed the value of the dummy variable. 

And since the measurement is happening on a relative scale, there is no difference in the 

regression equation.  
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But if you suppose, instead of having rural as the base, let us say I want to have urban as the 

base. So, I create sector new is equal to 1 if the sector is equal to 1, so, which is rural. I still 

have rural is equal to 1 in sector new. And here, I create urban is the reference category. So, it 

is 0. So, all I have done, I have changed the reference category. So, now my urban is my 

reference category. So, now, if I run this, all that I am going to see is that, the sign has 

changed. Only thing that has happened is that the sign has changed; the value remains the 

same. 
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So, -124.48 with a P value very small, which is basically, the result is significant. So, if you 

compare with the previous one, it is a positive one; and here it is a negative one. And it is 

only because I have changed the reference category. Now, I am comparing the wage of a 



rural person with respect to a wage of an urban person. So, all that I am saying, the wage of a 

rural person is rupees 124.48 less vis-a-vis the wage of a urban person every week.  

 

So, essentially, the interpretation remains same. Now, we will just do a little bit of 

modification in the regression equation to fit into a standard regression equation. It is just for 

cosmetics purpose; it is not anything to do with the dummy variable, but I am just bringing a 

little change. So, because I have seen the R square value very small, I want to improve the R 

square value. And I can actually improve it by having right set of variables.  

 

I can have experience, the experience we have created; experience square. If we run it, we 

will get somewhat better regression. So, we have already seen these in our functional 

specification. 
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R square will might have increased a little bit. So, it was 109; now it is 0.119; it has slightly 

improved. Also we need to get rid of some of the observations, because we are at this 

moment here basically talking about all the people in the population, but we are interested to 

understand the wage of those people who are actually working.   

(Refer Slide Time: 16:38) 



 

No, I do not really care about people if whether not working. So, there is no question of 

wage. So, I have; let me see the variable name; all I am doing is that, I am trying to see the 

occupational status of the people. So, there are certain certain codes in Stata that I am going 

to; so, what I have done, the way the national sample survey data is coded; so, if I take 

prinactstatus greater than 21 and less than equal to 51, it will include all those people who are 

in say regular salaried work or in casual work.  

 

So, I want to understand the regression equation for this particular population. So, this is 

simply because I want to improve the regression equation; it has nothing to do with the 

dummy variable per se. So, let us see the regression equation here.  
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It has improved significantly. R squared value is almost like 0.4, because I am out of now to 

relevant sub-sample here. I am talking about prinactstatus here, the occupation status. So, 

people who are already in regular employment or its casual employment; so, I am talking 

about them. So, of course, the moment you change the sub-population or you bring new 

variables like experience, experience square, of course, the regression coefficients are going 

to change.  

 

And we see that these are the regression equations. So, we have now this, gender and sector 

new, this 2 dummy variable. So, given these, let us now actually try to understand what 

exactly;  
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So, this is the regression equation which is run. So, we will just see how do we really 

interpret the dummy variable here. So, what really is happening here?  
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So, I will explain this here with this graphical representation. And I will actually draw it for 

you.  
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So, essentially, what is happening here is; let us say we have been talking about the gender 

dummy. Let us say we will talk about only one dummy variable here. So, let us say my 

regression equation initially is; let us say the reference category is female. So, let me write 

down the regression equation. Y, the wage variable is equal to some intercept plus, let us say 

beta 2 education; beta 3 experience or age, whichever you want to take plus beta 4 gender 

plus some error term.  

 

Now, when I have female as a base category, all the value, all that I am getting is the 

coefficient for the female. So, here, for gender it is; let us say, if I go back to the previous 



equation where you have only gender, what we will see is, there is specific value 385.9. So, 

there, my female was the best category. So, by 385.9, we mean that by virtue of being male, 

your earning is increasing by only a very constant value, a constant value 385.9.  

 

So, here, now, if I am a male, so, the regression equation is just going to be like this; a 

parallel regression equation, because only thing that is changing is this delta, which is in our 

case 385.9. And our intercept was here -625. So, it has to be on the other side of the quadrant, 

but the idea is the same. So, if whatever is the constant term is here, you have a delta term 

here which is basically differentiating the 2 regression equation, one for male and another for 

female.  

 

And the male, because they are, this is the additional value that is getting added, because of 

the value of the coefficient; so, if I am a male, I should be earning this much more than the 

females. Now, what is a null hypothesis? Of course null hypothesis is the status quo, is that 

there is no impact. So, basically, delta is equal to 0. And whereas, my alternative hypothesis 

is that delta is not equal to 0.  

 

So, any impact due to the dummy variable that is significant; so, that is my alternative 

hypothesis. So, this is essentially, we understand the dummy variable, and because it is only 

influencing the intercept, we call it as intercept dummy. So, that is basically the idea. Now, if 

I have, let us say, instead of gender, I would have rural and urban; so, I would have some 

reference dummy; let us say, if it is rural and if I add the urban here, so, it would have been 

like the same equation with a value of delta a different value of delta.  

 

So, we could have very well the reference dummy, let us say; this is for female in our 

previous equation, and it is for male. Now, I could have very well male as the reference 

dummy. So, if the male is the reference dummy, this is the same diagram. 
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We have the same diagram; the male as the reference dummy here. This is the equation for 

males. And the female is the equation which we are estimating with respect to males. So, in 

that case, so, our delta was like, would have been minus of 385.9. So, if you subtract that; so, 

all that is happening is that, the intercept value, this value is actually declining for the 

females. And we get the equation for females.  

 

So, this is how we essentially understand the basic concept of dummy variable, the intercept 

dummy. And in the next lecture, we are going to see more about the other categories of 

dummy variable, and we are going to explain going forward, what are the the slope dummy 

and how to include slope intercept dummy together in the regression equation. Thank you. 


