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Lecture - 46
Adjusted R-Squared

Hello and welcome back to the lectures on Applied Econometrics and we are in
module 2. And in this lecture we are going to talk about adjusted R square. So we are
talking about different terms associated with the regression equation and regression

table, the way we understand it.

And it is something that is important for penalizing if we have number of different
variables which are irrelevant in regression equation and we are going to just see that
how adjusted R square is a better measure for coefficient determination that is
represented as R square. So, let us try to understand how adjusted R square works.
(Refer Slide Time: 01:00)

Mincerian Wage Regression Equation

. regress wagetotsl genedu

Source sS dar s Nunber of obs = 25,488

. FI1, 25486) = 1932.51

¥odel 2.94660+09 1 2.94660+09 Prob » F «  0.0000
Residual 3.8059e410 25,486 1524735.58  R-squared = 0.0705
Ad) R-squared & 0.0704
Total 4. 1000e+10 25,487 1640286.32  Root MSE = 1234.8

vagetotal Coet, Std. Err, t Pr|t| [95% Conf. Interval

genedu 1006434 2.289414 43,96  0.000 96.156  105.1308
-cons -250.7105 1542338 16,206  0.000  -280.9412  -220.479%

* X = only human capital variable is education

|

So let us see, let us first run a regression and | actually have run the regression. So

you have to trust me on this. | used national sample survey data, where | took my
dependent variable as wage and my independent variable as general education. And
what | found is that | have R square value is 0.0705 whereas my adjusted R square
value is 0.0704, right?



And | keep on increasing and basically what 1, the first thing is slightly, adjusted R
square is slightly less than the R square value.
(Refer Slide Time: 01:36)

Mincerian Wage Regression Equation

. regress wagetotal genadu sectornew

Source 5 it NS Number of obs = 25,488
F(2, 25485) = 1006.10

Nodel 3,0593e+09 2 1.5296e+09 Prob > f = 0.0000
Residual 3.8747e+10 25,485 1520371.94  R-squared = 0072
Ad) Resquared =  0.8731

Total | 4,1806e410 25,487 1640286,32 Root MSE . 1233

Y

wagetotal Coef.  Std. Err, t P>)t| 95% Conf, Interval)
genedu 95.77983  2.354374 40.67 0.000 91.16424 100.3955
sectornew 139,735 162217 §.61 0,000 107.9285 171,542
_Cons | ~418.2336  24.81305 -16.86 0.000  -466.0686 -369,5986

* X = only human capital variable is education and other variable is

regional characteristics

A

And again | add another variable here. So this is called sector. Sector means rural,

urban. I have included a dummy variable. We will explain what is dummy variable
later on. Here again, | see my adjusted R square is slightly less than my R square.
(Refer Slide Time: 01:48)

Mincerian Wage Regression Equation

regress wagetotal gemedu sectormew sex

Source 55 af NS Nunber of obs = 25,488
F(3, 25484) = 895.29

Nodel 5.9800e+09 3 1.3287e+09  Prob > ¥ = 0.0000
Residual 3.7820e+10 25,484 1404066.51  R-squared = 0M953
_— _— « Ad) R-squared = 0.0952
Total 4.18060+10 25,487 1640286.32 Root MSE - 1218.2
wagetotal Coef, Sta, Err. t P>t [95% Conf, Interval]

genedu 87.95395 2.34757 37.47  0.000 83.35257 92.55532
sectornew 148.6451  16.03681 9.27 0,080 117.212 180.8781
sex -364.8965 15.40261 -24.99 0000 ~415.0865  -354,7065

cons 108.4609  34.50257 5.46  0.000 120.0339  256.0879

* X = only human capital variable is education and other variable is

regional characteristics and gender variable

i

And | keep on adding different variables and | see that the adjusted R square remains

slightly less than the R square.
(Refer Slide Time: 01:54)



Mincerian Wage Regression Equation

FOGrass WAGATOTAL pRneds Lectornaw 40X CONSURPID comtampled

Source L3 ar NS Nuder of by » 25,488

) F(S, 25482) - 593,90

Model 43633008 3 072057437 Prov > ! = 0,0000
Restdual 3Te3ee0r 2402 1469378 R-squared . 0.1044
Mj gy = 0000

Total | &.1806esld 25,487 1640286.32  Root MSE . 1212
vagetotal Coef.  Std, Crr, t P>|t] 1938 Conf, Intervall

qenedu TI.579%%  2.A26764 3197 0.0m0 72,02339  82.3365%
sectormen 97.07508  14.340083 S.9¢ .00 s 1201068
sex ~397.4577 1534624 -25.90 0000 4275372 -D67.37R2
Lonsuepin LODSO3E2  .ee7ias 6,82 0.0 -9033908 .ooedssy
tansuep36s JB00T4EL 1799 437 om N1LLINNE 0010811
Jeons 03,4703 MR 5.7 0000 233029 emLen

+ X = only human capital variable is education and other variable is
regional charactenistics. [ am also including consumption to do an

experiment

It is actually even you know, the R square value is increasing, but the adjusted R
square value is you know, it is also increasing, but the difference is increasing at the
same time. So adjusted R square is lesser than just R square, okay.

(Refer Slide Time: 02:09)

Mincerian Wage Regression Equation

regress wagetotal genedu exp expsq sectorsew sex conswapd® consuwpl6s

Source §s at " Nuaber of obs & 25,488
F(T, 25480) = 54306

Model ERCELLTE ) 7 ONNss Prov s f . 0.0008
Restdual | 3.6376esld 25,480 L427627.81  R-squared = L1299
Ad) R-Squared = 0.1298

Total 4. 18060000 25,487 1640286.32  Root MSE . 1194¢8
wagetotal Coef.  Sta. Err. t Pt 195 Conf. Intervall

qenedu 66,5733 530001 .4 om0 61.60025  T1.54538
exp 26,5767 LM 7 b 24.48485 28,6904

expsq | = 3036792 0299913 1B 2000 - JOR0RRS - 3242500
sectornew 1870556 1604366 LR N 47.06306 1103481
sex | ~407.904) 1500247 2696 0000 -4D7.5648  -3TH.2400
consuepin L0334 e2n 1.5 b Lop4L054 0089648
consump36s JA007654 0001685 454 L 0004352 0010857
_cons 431571 M 133 00M -21.98TEF 114,0593

Here what do you see? Now, what exactly is adjusted R square and that is what we are
going to explain here in this lecture. So when I talk about the regression equation, and
we talk about the different variables we include in regression equation. So what
happens is that as I include the number of regression, you know, the independent
variables in the regression equation, |1 would actually see my R square value to

increase.



And precisely that is what we have seen. All the different variables | have included,
the R square value is actually increasing. So there might be a case that all the
variables are important in explaining the R square. But there might also be a case that
the variables are actually irrelevant in the model and it is not actually explaining our

R square.

Now what happens if the second is true when | have included explanatory variables,
which are not really you know relevant to my model? But you know, but still because
of their presence, my R square value would increase. And the reason is, sometimes
what happens is there are so many, you know, different variations in the data that

could somehow be captured by a variable, which is actually irrelevant to the model.

And that is, because of that, as you keep on increasing the explanatory variable your
R square value will increase, but you do not want that. So what you want is to kind of
penalize if the number of explanatory variable increases in your model.

(Refer Slide Time: 03:38)

So what we do is we actually use this formula is equal to 1 minus 1 minus R square
into n minus 1 by n minus K minus 1 where n is the number of observation and K is
the number of explanatory variables, K is the number of explanatory variables. So
what is happening here? So if | actually increase my K, if I increase my K what will
happen is that my denominator here it will reduce, right?



So increase in K means the denominator let us say it is D, the D will reduce and that
means the whole term here will increase, right? The whole term here will increase and
which would mean if | subtract it from 1, the adjusted R square is actually going to
decrease, right?

So you can see the how the change in value of K, which is my number of explanatory
variable, or increase in the number of explanatory variable is actually going to
influence my adjusted R square, right? So this is how we actually include this penalty

term to kind of ensure that adding more variables is also getting penalized.

Now if | add more variables, | can clearly see that it is getting penalized, but suppose
my variables are actually helpful in explaining the model. So what will happen? What
will happen just what you have seen, the R square value will keep on increasing,
right? R square value will keep on increasing because it might be that your variable is

actually relevant to your model and R square is increasing.

So if it does, then what will happen is that your, of course it will, there will be a
penalty term because of the K, but then your R square value is actually increasing. So
what will happen the whole, you know, value adjusted R square value will increase
also because of the original R square value.

So, if | keep on adding the relevant variables, because the R square value is
increasing, the despite the fact that | am offsetting with this K, my adjusted R square
value will also increasing. So that is, what I mean to say here is that the adjusted R
square value is accounting for the you know penalty due to additional variables, but at
the same time, if my model, explanatory power of my model is increasing, that is also

being reflected by my adjusted R square.

So let us write it down. So two things here. It reflects the explanatory power of the
model. And at the same time it takes into account the penalty due to additional or
irrelevant variables. So this is how we should understand the role of adjusted R square

in explaining a regression table. So thank you.



