Marketing Analytics
Professor Swagato Chatterjee
Vinod Gupta School of Management,
Indian Institute of Technology, Kharagpur
Lecture 58
Text Mining and Sentiment Analytics (Contd.)

Hello everybody. Welcome to Marketing Analytics course, this is Doctor Swagato Chatterjee
from VGSOM, IIT Kharagpur who is taking this course for you. We are in currently in week
11 and this is session 3 and we are discussing about sentiment mining and Text Mining and
Sentiment Analytics and we are trying to find out till the last class we have found out that we

can use various kinds of lexicons which are libraries to get sentiment from a dataset.

So in this particular class we will actually do that in hand and then we will also try to find out
certain other insights from this particular thing. So the dataset that I am going to use is the

same old dataset which has been used in week 1. So let me just open the dataset.
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1 |Hotel_Nar Review_Ti Review_O Review_Cbrtent
2 Bombay H"Very nice 3 This place Is very nice to stay; close to the rallway station, The owners are the best and will help you
i Bombay H "Horrible” 1 The staff was very nice. But the rooms are a nightmare, It wouldn't be SO bad If they simply cleaned.
4 Coffea Arc"Very Poo 2 We were here for a weekend with college friends. The place matched our requirements as it was ren
5 Coffea Arc®A Decent 3 A decent place to hangout. Food is not all that great!| Leeches all around|| But the waterfall inside th
6 Coffea Arc"Nothing ¢ 3 | had been to this place in July '14 for my first anniversary alter seeing reviews in tripadvisor. It was ¢
7 Coffea Arc"Not a goc 2 | will not recommend this for family trip .| choose this resort based on the rating from Tripadvisor bu
B Coffea Arc*Not as go 3 | and wife had booked 2 night and 3 day stay. It was raining all the time. The resort is around couple
9 (Coffea Arc*Breathtal 4 The resort has a fantastic location - right In the middie of hundreds of acres of coffee plantations and
10 Coffea Arc"Great res 5 Had been to Coffea Aroma resort the first weekand of May and stayed for two nights in the Bamboo
11 Coffea Are"Very goo 4 Visited in end april'14. Very friendly staff and excellent food. They try to accomodate your requests |
12 Coffea Arc™True Gres 4 |t was an amazing experience at the Coffea resort with loved once, The refuge is located center of the
13 Coffea Arc"Awesomi 5 | had been to this resort for 3 days trip. It Is awesome with lovely rooms and the service. Food was v
14 Coffea Arc*Away froi 4 Came for a weekend getaway with friends. It was a bit hard to find the place since sign board to turn
15 Coffea Arc*Very clos  If you want to realx amidst greenery with nature all around in Wayanad; this is the place. We did a v
16 Coffea Arc®a differer & | would recommend coffea aroma to anyone who wishes to escape to the blissful silence and beauty
17 Coffea Are*a vary pe 4 | have been to many a place in wayanad and coffea aroma Is one of the best there, the best feature &

18 Coffea Arc"Nice fami 4 Stayed in the wood house for 2 nights in Dec 2013 with family (including 2 kids 9 and 7). Approach fr

So this is the dataset that we have if you know the hotel review, the review title at the second
column then the overall rating in the third column and the review content in the fourth

column. So this is the same dataset which we will be using,
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data < read.cov("vote]_Review.csv”, headersTRUE) 5 i ot Uwwormad =

stridata

data_corpus <~ Corpusivectorsource(dataiReview_Content])
print(data_corpus)

1
2
i
i
§ Tlibrary(ta)
L]
?
§ inspect(data_corpus(1:100)

10 corpus_clean < te_map(data_corpus, content_transforser tolower)
11 corpus_clean <- tm_mapicorpus_clean, remcvenusbars) —
1 P Fou  Pedege  Help  Viewsr -
13 corpuiclean <- ta_map(corpus.clean, resovewords, itopworda()) it @ ipive
14 corpus_clean < ta_map(corpus_clean, removePunctuation) ain Description r—
1% corpus_clean < te_map(corpus_clesn, stripwhitespace) -
1R * ] ii-.'
[ Ty lewd § R erpt 3 L
i Mining Association Rules and Frequent 164
Conach  Torminal - armls
o Woes | 1o 1 s ke Paswced Ertry for 7, Gt and S5H 1"
Type "Veanse()’ or ‘Ticence()' for distribution details | aethat Fay P ard Pt Adsitaor [F1]
b porty. Resmplementations of functions Intodeced 115
R 15 & collaborative project with many contributors. P e R1L00 G
Type “contributors()’ for more information and =
“efration()’ on how te cite A or R packages in publications ——— Took for baseéd encoding L
BH Boost C+ + Header Hles Lo
Type ‘deso()’ for some demos, ‘help()’ for on-lire halp, or (e Comwert Satitical Analyss Otyects inta Tidy 054
“help.start()' for an Wi browser interface to help. o 1.;«: SO s gech W
Type ‘al)’ o quit n,
call Call R from R 141

> celianger Tearnkate Spreachheet Coll Rarges o Fows. 1,10

And I have senti ,, senti2.R which is another R-file with which we will be doing our work in
this particular session. The first job in any kind of this thing the first job is to read the dataset.
So we first will read the dataset to read the dataset the first thing that I have to do is to set my

working directory to source file location.
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Seseoniae G S e e | S sune - #H Smotomse s ff it =
1 data < read.cov("notel_Review.csv”, header=TRuE 5 iy ot rwcemed =
z
3 sereidara)] Data
4 Odita 942 obs, of 4 variables
§  library(ta)
& data_corpus <= Corpus(vectorSource (dataliReview_Content
7 printideta_corpus
§ inspect(data_corpus(1:10])
10 corpus_clean < te_map(data_corpus, content_transforser tolower
11 corpus_clean < tm_mapicorpus_clean, resovelusbers s Pou Pk N e
13 corpus.clean < te_sap(corpusclean, resovewords, stopwords B isgont «
14 corpus_clean <- t_map(corpus_clean, removePunctuation
18 corpus_clean < te_map(corpus_clesn, stripwhitespace)

Console  Terminal -

> satwd("C: /users/weTiL Studio-01/peskrop/weekll session 1)
> data <= rond, cov("Hotel_Review.csv”, headersTAUL)

LT -
Semponiee G S *hn | & = Saee - # [ P ot Dutet + | ff U =
data read.cov("Hote]_Review.csv”, headersTRUE S ) ol Emircrnet +

stridata
O data 947 obs. of 4 variables

1

2

i

4

§ library(ta)
6 data_corpus <~ Corpus(vectorsource dataiReview_content])

7 printidata_corpus

# inspect(data_corpus(1:10])

9

10 corpus_clean < te_map(data_corpus, content_transforser(tolower

11 corpus_clean <- ta_mapicorpus_clean, remcvesusbers) e Fos R [rapp— e

13 corpus_clean <- ta_sapicorpui_clean, rescviwords, stopeords I fapert +
14 corpus_clean <~ te_map(corpus_clean, removePunctuation
1% corpus_clean to_map(corpus_clean, stripwhitespace

Conache  Terminal =
» str{data)

‘data.frame’: 047 obs. of 4 variables:

§ wotel wase_city : Factor w/ 23 levels “scebay wotel Jaipur®,..: 11222121212

i S

§ naview Title ¢ Factor w/ 923 Tevals ““\\ COMFORTABLE & GOOD TO STAY IN RANTM
AMBORE 15.....\\\"U\",..0 870 487 875 26 645 629 631 101 446 856 ..

§ review overallrating: int 3123323454 .,

§ Review_Content : Facter w/ 941 levels "1- Location:= Superb Tocation; just cam
o from wotel. wice CiFf viewd- service:- PATMETIC they wont respect ye| _truncatad.
_‘l-.; £B9 626 911 § 211 317 185 613 136 747 ...

»

So this is something that I am doing. And then the second step is to read the dataset, so data is
= read.csv, read.csv is a code that reads the csv file and the hotel dataset is hotel review.csv
file which is the same csv file which has kept in session 3 and which we have also used in

session 1 also of this week and then header = true. So I run it once I have run it we have to

check the structure of the data.

So the structure of the data says that you see there is a review title and there is a review hotel
name city and there is a review title. Hotel name city is about the name of the hotel and
review title is about the title of this particular review and then review is overall rating and

then review content so these kind of things are there some basic things are there. So then

what we will do?
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The first job is in any data analysis, the first job is that you got the raw data from there you
have to convert it to a corpus from there you have to clean the corpus. So after cleaning the
corpus you have to let us say do data mining in this case tokenize and then for each token that
means each word is a token find sentiments and emotions and with this we will do some

analysis. So this is our steps that are involved.

Now if [ want to know that what I am going to do here is that we remember we will be using
lexicons. Lexicons are basically libraries with pre-labeled words. So pre-labeled words,
words are either has been labeled as sentiment or has been labeled as emotions or has been
scored as sentiments, so sentiment scores. These are the 3 choices that we have and for that

we have 3 lexicons basically.
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If you remember in the last class we discussed there are lexicons so 3 lexicons. Lexicon
number 1 is Bing, lexicon number 2 is NRC also known as Emolex and lexicon number 3 is
Afinn. So Bing only says whether it is positive or negative that is all. This guy says positive
or negative and then 8 emotions and this guy says - 5 to + 5 in this continuum whatever score

do you have.

And then this 8 emotions are there are 4 negative emotions and 4 positive emotions the
negative emotions are basically sadness and then disgust and then anger and fear these are the
and in this case there are 8 classic emotion the basic emotions are like joy and then probably
anticipation and then here it is surprise and the last one joy, anticipation, surprise and the

fourth one will be let us say delight oh no trust.



The fourth one if I am not wrong fourth one is trust. So these are the 8§ basic emotions based
on which the scores are given. If my focus is only to find out positive sentiment or negative
sentiment I will use Bing. If my focus is to use the emotion scores also we will use this NRC
library or Emolex library and that is what we are going to do now. So I have read the data so
as I told before after reading the data I have to change it to corpus. And I have to clean the

corpus so this is something that I am going to do now.
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0.0 & a  Adding =
O i} [ Dewionmet  Histery Connertiem -
seoniwe 0 S e *mn | % Bsoue = # | PmpiOstmei s f la s
1 data < read.civ("Hotel Review.csv”, header=TRUE T re—
i
3 seeidata pata
L 0 data 947 obs. of 4 variables
§ Vibrary(ta)
& data_corpus <- Corpus(VeCTOrSOUrce (dataiRevien Content
7 printidata_corpus
§  inspect(data_corpus[1: 10
L]
10 corpus_clean <- ta_map(data_corpus, content_transformer(tolower
1; corpus_clean < ta_sap(corpus_clean, removesusbers — T - .y W e
13 corpus_clean <- tm_map(corpus_clean, remcvewords, stopwords 3 fipat =

14 corpus_clean < ta_map(corpus_clesn, rescvePunctuation
15 corpus_clean <- ta_map(corpus_clean, stripwhitespace.
1R &

Console  Terminal -

= library(en)

Loading raquired package: WP

warning sessage

package ‘te’ was built under m version 38,3

So the library that will be required is tm, so I call this tm library.
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0. & * * Addn + B et o) +
O waln " Dewiroamet  Hilery Connediond al
Sceoniae G S +Rn | 54 *Soue - # | Pmpertouner s ff It =

% data < read.covi vote]_Review.csv”, headersTRUE) 2 i) istal Livirenmet =

1 seridema bata

4 0 data 947 obs. of 4 variables

5. Hbrary(wa) ) da simplec 342

6 data_corpus < Corpus(vectorsource (dataiheview_content)) TR corpUsCArou! il scored (B

T print{data_corpus

§ inspect(data_corpus[1:p0)}

L]

10 corpus_clean < ta_mapidata_corpus, contant_transforser(tolowsr))

}; corpus_clean <- ta_map(corpus_clean, removelusbers) M Mo Puclign Hip Viewr =

13 corpus_clean <- ta_mapicorpus_clean, rescvewords, stopwords()) 2 et +
14 corpus_clean <~ ta_map(corpus_clean, removePunctuation)
1% corpus_clean < tm_map(corpus_clesn, stripwhitespace)

Conach  Trminal =0

> data_corpus <= Corpus(vectorsource (davalnevies_content))
= print{data_corpus)

<csimplacorpusss

vetadata: corpus specific: 1, document level (indexed): 0
content: docusents; 942

»

0. & - = Addn + E Puogect hione »
LA = Dewiaminl  Hilefy  Conneitieni |
Semponiae G S e Sl | S S - # [ o Dinat » Uit =

; data < read.covi"Hotel_Review.csv”, headersTRuE) * ) ol Livironmet «

i stridata bata

4 0 data 942 obs. of 4 variables

38 Hbrarym) ) dat simplec 342

[} d-lga_{orpul <= Corpus(vectorSource (dataifeview_Content)) s Acorpustarge simplecorpus ( n

7 printideta_corpus

& inspect(data_corpus(1:10])

L]

10 corpus_clean < te_map(data_corpus, content_transforser(tolower))

B corpus_clean <- ta_map(corpus_clean, removeNusbers) M s R o W -

13 corpus_clean <- ta_mapicorpus.clean, rescvewords, stopwords()) 2 fapat *

14 corpus_clean <- ta_map(corpus_clean, removePunctuation)
18 corpus_clean < tm_map(corpus_clesn, stripwhitespace)

7] 1 and wife had booked I night and 3 day SETIETISHIEIEIEE IR AR
rt 18 arcund couple of kilometres to the top from main road. They will take you in the
ir Jeap. Food was vary vary basic. plain rice; dal: chapalCIIUIFTTHIEIFOR TR
ke daal. Since it was raining lot of leeches around the resert. wad to be careful all t
he while, Pecple were friendly and very nice.put seriously nothing great to write about
it. Place looked mostly empty. Advice: pay bit more and go for vythei village; vythei

Fasort or any other established ones..

And here I am changing it to my corpus and data dollar review content which is the text of
the review is my dataset with which I will play. So data corpus = corpus and then vectors of

data dollar review content and I read the, and this corpus of 942 elements has been created.

So if I want to print the corpus it will just say that I have 942 documents right now and if I
want to inspect the documents that is the first 10 is the same old score and these are my first
10 documents. So I and my wife had booked 2 night which is the 7 document and 3 days stay
it was raining all time. The resort is around couple of kilometers to the top of the main road

blah, blah, blah. So this kind of thing is there, fair enough.
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1 data < read.civ("Hotel_Review.csv™, header=TRLE = i Global invironmet

1

1oser(dana pata

L) O data 942 obs. of 4 variables

§ Tlibrary(ta) ) dat. Simpleco 942

6 data_corpus <- corpus(vectorsource dataimeview cantent)) POAELCONURUANGY T 0 (D12 4

7 printidata_corpus

§  inspect (data_corpus[1:10]

9

10 porpus_clean < te_mapidata_corpus, contant_transforser(tolowsr))

}} corpus_clean <- tE_map(corpus_clean, resoveNusbars) [ —— N Vo -

13 corpus_clean <- te_map(corpus_clean, remcvewords, stopwerds()) 3 et +

14 corpus_clean te_map(corpus_clean, removepunctuation)
15 corpus_clean <~ ta_map(corpus_clean, stripwhitespace

Console  Tarminal =0

EY S 1 5T 1]

=] ABQ s e eeedE QAR

[fo/riomenscck-foRURRERORA0TN e o
[

So now what the next job is I have to change it to the lower means all the text I will change it
to their lower case. Why will I change it to the lower case? Yes, so that this 2 things are
understood equally. So let us say somebody says and somebody says these 3 things should be
same all will be converted to this will be the case. So I have to make sure that these 3 guys

are considered as a same word so that is why I will change it to lower.
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5 library(ta) © M ol Uiveronmeet «

] “FL(O'N! <= Corpis(vectorsource datairayien Content))

T printideta_corpus) l SAE,

& inspect(data_corpus(1:10]) Ocorpuscl. Large Simplecorpus (42 e

i O data 942 obs. of 4 variables

10 corpus_clean <- tm_sap(data_corpus, content_transformer(tolower))

11 corpus_clean <- ta_maplcorpusclean, rescvesusbers) 0 data_corpus Large Simplecorpus (342 o

13 corpus_clean <- ta_nap(corpus_clean, remcvewords, stopwords())

14 }orpu! n <~ te_saplcorpus_clean, rescvePunctuation

15 corpus_clean < tm_mapicorpus_clean, stripshitespace) -
1% Pl Foin  Pacage  Help  Viewsr -
17 datafrase < data.frase(text-sapply(corpui_clean, fdentity), & bxpert =

1 stringsAsFactorssF)

1

0

IR

> corpus.clean < e sap(daca_corpus, content_transforser(tolowsr))

warning message:

In tw_sap,Simplecorpus{data_corpus, content_transformer({tolower))
transformation drops docusents

s corpus_clean <= te_sap(corpus_clean, rescvesusbers)

warning message:

In te_map,Simplecorpus{corpus_clean, resoveNusbers) @
transformation drops documents

» corpus_clean <- tm_sap(corpus_clean, rescvewords, stopeords())

Then I remove the numbers from the dataset the whole the corpus, from whole corpus I am
removing the numbers then I am removing the stop words also fair enough. What are the stop

words that are currently there?
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5 library(tn) LI P T ——
6 datacorpus <~ Corpus(vectorsource (dataineview content))
T print(data_corpus) bata
& inspect(data_corpus(1:10]) Ocorpuscl. Large Simplecorpus (M2 &
9 F 2 0 data 342 obs. of 4 variables
10 corpus_clean <- tm_map(data_corpus, contant_transforser(tolower))
11 corpus_clean <- tm_maplcorpus.clean, rencvakusbars) 0 data_corpus Large Simplecorpus (942 o
b
13 corpus_clean <- tm_map(corpus_clean, removewords, stopwords())
14 corpus_clean <- tm_map(corpus_clesn, rescvePunctuation)
1; corpus_clean <- tm_map(corpus_clean, stripwhitespace) T Mo Pclige Help Views -
17 datafrase <~ data.frase(vext=sapply(corpus_clean, {dentity), A Erport +
18 stringsasFactorser)
1B
m
1 (bl o

o your

[13] "yoursalves™ “he" “hin"

(18] “har” “hars” “harself"

[25] “they” “then” “their”

(1] “which® neho® "ahoa”

[37] "those™ " "is"

[43] "be" "baen" “baing”™

(48] "havirg®  "do” “doas”

[55] "should" "eould" “ought™

“sha's"

T T
LR R - Addni [ R
LT " Dwioamest  Hilery Connedion all
Souceoniee | O Sx “han | S s o # | mportOstiet « | e =
5 library(ta) > L T —
6 data_corpus < Corpus(vectorsource dataineview content))
7 printidata_corpus) bata
§ inspect(data_corpus(1:10]] Ccorpus.c]. Large Simplecorpus (941 e
i ; > O data 942 obs. of 4 variables
10 corpus_clean <- te_map(data_corpus, content_transforser(tolower)) .
11 corpus_clesn <- tm_map(corpus.clean, resovevusbars) O data_corpusLarge Simplecorpus (942 o
n
13 corpus_clean - tm_map(corpus_clean, remcvewords, stopwords())
14 corpus_clean <- te_map(corpus_clean, remcverunctuation)
%é corpus_clean <- ta_map(corpus_clean, stripwhitespace) M Mok Pcag Hidp Ve -
17 datafrase <~ data.frase(text=sapply(corpus_clean, fdentity), & fapari
13 stringsasFactorssF)
B
m
1 (i Rsai
Conschs  Termial =0
MPTIL Studio-01 Drston ek i

“uhile”

[163] “some
[168] “own"

If T just write stop words and like this, so these are the stop words like I, me, mine, myself,
we, our, yourself, these, there some of the other things like while, through, of, how. So there
can be some pronounce, some conjunctions, some WH words all of these things are your stop

words which has been removed from the dataset.
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t': data_corpus <~ Corpus(vectorSource (dataiRevien_Content)) ol T 5
T print{data_corpus
§ inspect (data_corpus(1: 10 bata
9 Ocorpus.c]. Large Simplecorpus (M2
10 corpus_clean to_map(data_corpus, content_transformer(tolower)) 0 dta S0 ohe. o i varlablen
11 corpus_clean < te_map(corpus_clean, removelusbers
u 0 dava_corpusLarge Simplecorpus (942 o

1} corpus_clean < te_map(corpus_clesn, removewords, stopwords())

14 corpus_clean < ta_map(corpus.clean, removePunctuation

15 corpus_clean ta_map(corpus_clean, stripwhitespace)

16 —
17 dataframe <- data,Frase(text-sapply(corpus_clean, identity), M Foi Pclign Hep Views -
18 stringsAsFactorssF 3 bt +

Console  Terminal -

> corpus_clean <= e sap(corpus_clean, remcvePunctuation)

warning message:

In te_sap. Simplecorpus{corpus_clean, resoverunctuation)
transformation drops docusents

» corpus_clean < te_sap(corpus_clean, stripehitespace)

warning sessage:

In te_map, Simplecorpus{corpus_clean, stripwhitespace) :
transformation drops documents

»

I removed the punctuation also and I remove the white space also. So once I remove all of
these things this dataset has become clean data. Now I have to convert this clean data
through understanding this dataset is ultimately is a corpus which is a text data. And there are
some tm library can work with this kind of a corpus not other libraries can do that. So some
other libraries require some other kind of dataset requirement and a very basic kind of dataset

requirement in text data is the character form.

So you have change it to basic raw character form so I have to do that again. I have to change

it to basic raw character form.
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é data_corpus <~ Corpus(vectorSource (dataiRevien_Content)) gl Yo :

7 print{data_corpus

§ {nspect (data_corpus(1:10]) bata

9 Ocorpus.cl. Large Simplecorpus (M2

10 corpus_clean < tm_map(data_corpus, content_transforser(tolower O dte 543 cbe. of d varlabTen

11 corpus_clean <- te_map(corpus_clean, removelusbers + -

1 O data_corpusiarge Simplecorpus (942 o

13 corpus_clean <- te_map(corpus.clean, removawords, stopwords()) Odataframe 942 obs. of 1 variable

14 corpus_clean <- tm_map(corpus.clean, removePunctuation.

15 corpus_clean < tm_map(corpus_clesn, stripwhitespace)

16 A -
17 Hataframe <~ data,frase(textssapply(corpus_clean, identity), s R Yoty Mo =
18 stringsdsFactors<F ) B fapast =

bi ]

20 # Toad in the 1ibraries va'1] nesd

P
Conaoe  Tarminad -

Error: unepicted nuseric comtant in “corpul g leanbl®

= inspect{corpus_clean[1])

<csimplacorpui>»

Metadata: corpus specific: 1, docusent level (indexed): 0
Content: decuments: 1

[1] place nice stay close railway station owners best will halp questions definitely r
ecommend place tee] festival place neighbourhood can celebrate
> dataframe <- data,frame(test=sapply(corpus_cloan, identity),
stringsasfactorsef)

0. - P i i
LT ] it arte " Diroament  Hilory  Connedtiond P
Fimes # P mportaner « lnt =
L ) Ghobal Lwircrnst =
1 phace sice iy e ¢ gibwary slalices owners bl will B g * Data
s s ol o e sl O corpus_¢1.. Large Stmplecorpus (942 &
8 0 data 942 obs. of 4 variables
¥ rerekrnd coliege biendh glate maiched regtements remol
0 data_corpusiarge Simplecorpus (942 o
& ecent plice hangoul o great lepched tund malestall in
et it Odataframe 942 obs. of 1 variable
% place fuly st anedveriary veeing reviews ipaciier san 1.
ol peccmanena] Loty i e rewrt Based ing frigae.
Tl Flos  Pacoge Viewsr =0
T e bk rgHY iy hay Fiing lime resor! aioueel el e

ot Rantuntic iocation right mickde hundreds atres dofiee

¥ cofles 3 wevkend mury stayee oo rights ba

Whemin] 1 &

Consch  Termial =0

» inspect (corpus_clean[1])

<<5implecorpusss

wetadata: corpus specific: 1, docusent level (indexed): 0
Content: decuments: 1

[1] place nice stay clese railway station cwners best will help questions definitely r
acomend place tea] festival place reighbourhood can celabrate

> dataframe <- data.frame(textesapply(corpus_clean, identity),

+ lt}‘\'hﬂil;!ulm“:l’]

> view(dataframe)
>

If I see corpus clean dollar and then let us say 1. If I just so wait a minute if I just try to see
the how the corpus clean looks like. It is a large simple corpus and the content is the first
content is this. The second content is this where the content is there and correspondingly the
other details are also there. So if I want to inspect the corpus clean first element it will look
like this kind of a text. So what we are trying to do right now is we will be applying a identity

on the corpus clean.

So what is the identity function? Identity function will only take the text of it. Identity
function will take the text of it and put in this text column and then strings as factors so

change the strings to the factor this is false. So do not when you convert to a data frame do



not consider the strings to be factors keep it strings that is keep it characters that is how I am

changing the dataset.

So now that I have changed it I got this thing. So here I got a data frame of 942 observations
where each observation each cell is a clean data file which is a clean text file and there is no
punctuation there, no capital numbers are there and anything is there. So the data frame is
data frame and if I just say that okay first row this is looks like this, this is the first one.

Second row will look like this.

So each a text which no space, no blank space more than one space bars are not there, no
numbers are there, no punctuation is there, no stop words are there, clean corpus value is

what I am getting. Now what does this NRC and etcetera we will be doing?
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14 corpus_clean < te_map(corpus_clean, removePunctuation
15 corpus_clean to_map(corpus_clean, stripwhitespace

17 datafrase <~ data.frame(text=sapply(corpus_clean, identity),
1 stringsasFactorssf)
13

20 F Toad in the Tibraries wa'11 nead
21 library(tidyverss)

2 1ibrary(tidytext)

21 library(glus)

24 brary(stringr)

5

26 aematrix(0 nrowsdin{dataframe) (1] ncolsll

H

28+ for(i in L:din(datafrase) (1]

L B
Consok  Termbnal
grror {n Tibrary(tidytext) : thare s no package called ‘tidytext’
= Tibrary(glue)

attaching package: ‘glus’
The follewing object is masked From ‘packape:dplyr’
collapse

> Tibrary(stringr)
=

Enwiroamint  Hiltory  Connadtion a0

# e - ff Lt =

" i cucbal ivaroneet «

bata

Ocorpus.cl. Large Simplecorpus (342 &
0 data 942 obs. of 4 variables
O dava_corpusLarge Simplecorpus (942 o
Odataframe 942 obs. of 1 variable

I 0 8 B
0. - » * Adding = L hore) o
LA T Eiviioamint  Hillery  Connaitioni P |

Seueoniae 4 S *hn | = Souce # oo s ff Uit =

14 corpus_clean < ta_map(corpus_clean, removePunctuation
15 corpus_clean te_map(corpus_clean, stripwhitespace

16

17 dataframe <- data.frame(text=sapply(corpus_clean, identityl,
13 stringsAsFactorssf)

13

20 F tead in the libraries wa'l] nead
21 1ibrary(tidyvarsa)

21 library(tidytest)

21 library(glua)

24 ibrary(stringr)

26 aematrix(0, nrowsdin(dataframe) (1], ncolsll

28+ for(i in L:dim{daxaframe)[1]){

Comsole  Termbnal

> install. packages('tidyraxt')

) cocbal (ivaroneet «

Data
Ocorpus.cl. Large Simplecorpus (341 &
0 data 942 obs. of 4 variables

0 data_corpusLarge Simplecorpus (942 o
Odataframe 942 obs. of 1 variable

NRC to for example let us say Bing. Bing as I told Bing is a library which talks about

positive and negative. So if I just call the libraries first, so let us these are the libraries that

we will need so I will call the library one by one.

Okay so there are some library which are not there like tidy text is not there and tidy text is
only not there. So I have to install tidy text so install packages and then tidy text. So let it get
installed. So tidy text is the in the last class we are discussing in terms of this particular link

we were discussing that. In that link we found the tidy text is the library from where this

NRC and etcetera things are kept.



(Refer Slide Time: 14:16)

Schesatty atcies kor tityteal sentimant analysis
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LSt gy o 440 Tt Mo 0EL
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Ticy Taa] Mirirg o R

i G e R e N iy A b
0.m = - * Addni + W oot ione) »
© waizi T Dionmes  Hilory  Connedion P
Sowcronimve O S x *hn | 4 S some o # [ o Dinnt » Lt =
14 corpus_clean <- tm_map(corpus_clean, removePunctuation gl T ——
15 corpus_clean < tm_mapicorpus_clean, stripwhitespace’
16 Data
}:q datafrase <= data.frame(text-sapply(corpus_clean, identity), Dcorpus.cl_ Large Simplecorpus (942 o
1 seringisractorysr) 0 data 942 obs. of 4 variables
20 F load in the libraries we'1] need 0 data_corpusLarge Simplecorpus (942 o

21 library(tidyverse) Odataframe 942 obs. of 1 variable

22 library(tidytext)
21 library(glue)

32 Tibrary (stringr] Pl Foi Packign  ielp  Views =0
26 wematrix(0, nrowsdin(dataframe) (1], ncolsll 3 [pai +
;; for(i in 1:dim(datafrase) [1])
o Tl
Consol  Terminal =0

o e | 1Ll
AUBLRY | g PAARAYE (LU %, ) U B AR R
{as '1ib' is unspecified)
warning in imstall, packages :

unable to access index for repesitery https://cran,rstudie.com/src/contrib:

cannot open UrL ‘https:/foran, rstudio, com/src/contrib/packacs’
warning in install.packages :

package 'tidytext' is not available (for m varsion 3.6.2)
warning in install.packages :

unabld to access index for repository https://cran.rstudio.com/bin/windows /contrib/}.
&

cannot open URL 'https://cran, rstudio. com/bin/windows fcontrib/). 6/ rackacEs’

>

For example if I just open the link tidy text sentiment analysis okay so let me install once
this. So till now we have just converted the corpus file to the character file and it is a clean
version of the character as I just have shown you. So right now what we will do is we will try

to find out what are the sentiments in each of these things.
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17 dataframe <- data.frame(text=sapply(corpus_clean, identity), * i Clobal [rvircnamit «

13 srringRAsFactorss/

19 Data

20 F Toad in the Tibraries wa'11 nesd Dcorpus.cl. Large Simplecorpus (942 o

2L Hbrary(tidyvarse) 0 data 342 obs. of 4 variables

21 Vibrary(tidytext)

21 library(glua) 3 data_corpusiarpe Simplecorpus (942 o
24 Nibrary(stringr) Odataframe 942 obs. of 1 variable
5
28 wemarrix(0, nrowsdin(davaframe) (1], ncolsll
i =
28+ for(i in 1:din(datafrane) 1 I P P e =
] 5 g +
30 tokens <- data_frame(text = dataframeivext[i) unnest_tokens (word, Text
i
”
Condole  Terminal =

> # Toad in the libraries we'1) need
» Tibrary (tidyverse)

» library(ridytest)

= library(glue)

s library(stringr)

3

So the library that we will be required is these 4 libraries. So I will call them so tidy text is
the same library the thing that we are discussing in the last class about the library that has

been created and we were discussing in this website how tidy text can help.

(Refer Slide Time: 15:27)
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2 Sentiment analysis with tidy data

So we have discussed all of this thing in the last class. So this is something that we are using.
Now in that tidy text will work for our version 3.6.3. So if you have a earlier version please
download and install the latest version of our and then you call this library. So next what we

will do is see what is our purpose here, what is the thing that I am going to do here?
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2 " i chobal [rvironmet =
26 a=marrix(0,nrow-din(davafrane) (1], ncal=11

Data
28+ fprii in 1:dim{dataframe)[1 Ocorpus.cl. Large Simplecorpus (42 e
& 0 data 942 obs. of 4 variables
30 tokens <- data_frame(test = dataframeStext(i <% unnest_tekens (word, text
3 0 data_corpusLarge Simplecorpus (942 o
33 ¥ get the sentiment from the f Odataframe 942 obs. of 1 variable
33 boas.rumeric(tokens &
L7 inmar_join(pet_sentimants(“nre” % # pul
35 count(sentiment) %X # count the f —
36 spresd(sentiment, n, £111 = 0 ) Mo e =
37 mutate(pos=ifelse(axists("posivive”) positive,0), ) g +
1} neg=ifalse (exists{"negative”™) ,negative,0),
19 trusteifalse(exists“trust™) trust,0),
4n
Conoh  Terminl =0

» dim{datafrass)
[1] 84 1

» dim{datafrase) [1]
[1] 942

So I have a data frame with 942 observations and one column each column is one text. From
here I want this particular columns 942 observation again [ want the positive sentiment how

many words are there in positive sentiment.

How many words are there in negative sentiment and if I am using it for Emolex then all the
8 emotions each of this 8 emotions how many words are there this is what I want and then
rather I want the n total sentiments. Total sentiment I can write it as sentiment = probably
positive - negative. So something like that is what I am trying, so here how many columns are
there? 2 columns here, 8 columns here and then last one sentiment column, so total 11

columns are there.



So that is why you are creating right now a blank matrix A = matrix 0 n row, n row means
number of rows that is dim data frame 1. What is dim data frame 1? So let us just write down
what is dim of data frame, dim of data frame means the dimension of data frame which is

giving me 942, 1 that means this data frame has 942 rows and 1 column.

Dim data frame 1 is only the first entry of this thing which is 942. So basically I am writing
that [ am getting a matrix which is 942 rows and 11 columns, 11 columns why because one is
positive, one is negative then 8 emotions and then the total overall sentiments all of these
things are there. So the values will be the count of words that means in document 1 how

many words are there in positive sentiment that will be in the positive one.

How many words are there which is associated with negative sentiment that will go to the
negative one and then how many words are associated with anger, fear blah, blah, blah all of
these things will be populated. So I am creating a matrix like that then what I am doing is I
am running a for loop, so this is a for loop which starts from here and ends here. So let us just

assume to understand what this thing is.
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28+ for(i in 1:dim{datafrase)[1]}] i Ot e
9 bata
30 tekens <~ data_frame(text = dataframeSvext[i]) %% unnest_tokens (word, text) Ocorpus cl_ Large Simplecorpus (942 o
::; ¥ ot thi piselaant: £rd Odata 942 obs. of 4 variables
33 beas.nuseric tokens % 0 data_corpusLarge Simplecorpus (942 o
£ inmar_join(get_sentimants(“nre” >4 # pull out anly sertiment word Odataframe 942 obs. of 1 variable

35 count(sentiment) ¥ count the
1 spread sentiment, n, £i11 = @

37 sutate(pos=ifelse(axista( positiva®) pesitive,0),
1 neg=ifelse(exists("negative”) negative,0),

¥ of positi

kL] trusteifelse(exists(“trust”) truse,0),
40 Joy=1falsalexists("joy™) , joy,0),
41 antiei=ifelsalaxists("anticipation”) anticipation, 0},
a3 .«
Console  Terminal -

isl
> dataframedtext[i]
[1] " place mice stay close railway station ownars best will halp questions definitaly r
ecommend place tee] festival place reighbourhcod can celebrate™
> tokeng <
> tokens|

data_frame(tent « dataframebrext[i]) WX unnest_tokens(word, text)

0 tokens 20 cbs. of 1 variable

Pl Flon  Paclign  ielp  Viewsr =0

3 fupesi =

Source on Savr A *hn | M = Somce -

28+ for(i in l:dim(dataframe)[1

;0 tokens - data_frame(text » dataframeivext(i]) % unnest_tockens(word, text)

33 beas.nuseric(tokens %

W irrer_join(pet_sentimants(“nrc")) B4 # pull out only sentiment words
35 count(sentiment) ¥ count the # of positive & negative words

18 spread{sentiment, n, fi11 = 0)

37 mutate(pos=ifelselexists("positive”) positive,0),

£ negeifelselexists("regative™) negative,0),

L] trustsifelse(exists("trust”) trust,0),

40 joy=ifelsalexists("joy"™) oy, 0),

41 antici=ifelselaxists("ancicipation”) anticipation,d

Consoh Tl —i

questions
definitely
Facommand
place

teaj |
festival
place

e ghbourhoad
can
calabrate

Let us just assume that 1 = 1, so i = varies from 1 to 942 dim data frame 1 means 942 so 1 is
varying from 1 to 942, but let us assume 1 = 1 what then is happening. When i =1 then this is

basically the first text, the text of the first entry. So what I am doing is I am creating tokens

Enwiruamint  Hilery  Connedlion: el

£ H P mport Ot + Lt =

i cucbal Uiveronemeet «

bata

Ocorpuscl. Large Simplecorpus (342 e
O data 942 obs. of 4 variables
0 data_corpusLarge Simplecorpus (942 o
Odataframe 942 obs. of 1 variable

0 rokens 20 obs. of 1 variable

Pl Flo Paclogn el Viewsr =0

Dapont

for those text. So word wise tokens so I am just running this.

So if I am running this what are the tokens, the tokens are basically they are breaking this
thing into words. So place, nice, stay, close, railway station, owners so I can create tokens as
even sentences also or something like that also. So here we are creating word wise token each

word is one token. So I have 20 into 1 that means 20 unique words are there in this particular

text.
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;; Innarjein(pet_sancisancsCinre 3) 11 # pull out only sencimnt words Oecorpus.cl Largs Sinplecorpus (M2 ¢
" ::ﬂ:;;::'\:l"ﬂ't“ . ;"_” ir N i E o ORIV & NRREY O data 942 obs. of 4 variables
97 murare(pos=ifelselanists("positive™) pesinive,0), ) data_corpusiarge Simplecorpus (342 o
t1} nag=1false (axists( "nagariva”) nagative,0), Odataframe 942 oba. of 1 variable
L1} trusteifalse(exists ("trust™), trust,0), 0 tokens 20 ohs. of 1 variable
40 Joysifelselexists("joy™)  joy,0),
41 antic=ifalsalexista"anticipation”)  anticipatien,0), Packagns -
L sur«ifelsalenists("surprise”) surprise 0}, b i i =
4 sadsifelselenists("sadness”)  sadness 00, = per +
o anger=ifelselexisti(“anger™) anger,0),
4 fear=ifelse(axists(“foar") fear,0),
ah -
M
Console  Termibnal =0
> tokens X

inner_join{get_sentiments(“nrc™))

O wan " Dwironmest  Hilery Connedtiond =l
Sueoniee | O S S | e .l - # [ Emperttatnnt » o it =
31 beas.fumeric (tokens %4 bata
34 [ninnerZjein(get_santimants(tong ")) 5 # pull our only sentiment words Ocorpus.c]_ Large Simplecorpus (942
¥ count(sentiment #:count:the & of positive & moative. vores 0 data 942 obs. of 4 variables
36 spread(sentiment, n, fill = 0
37 mutate(pos=ifelse(exists("positive”) positive,0), O data_corpusLarge Simplecorpus (942 o
38 nege1False (axists ("ragative”) nepative,0), Odataframe 942 obs. of 1 variable
] trust=ifelse exista("trust") trust,0), 0 tokens 20 obs. of 1 variable
40 Joysifelse (exists("joy™) ,§
4l antied=1falsalaxista"an JAnticipatien,0), Packag =
L surwifalse (onists("surpr urprise,0), o i o -
4 sadsifelse(exists("sadne dness, 00, = bapent +
“ anger=ifelselexiste("anger”) anger,0),
45 fear=ifelse(exists(“Foar™) fear,0),
iR .
"
Console  Termlaal =
> tokens %X
+ inner_jein(get_sentiments(“nre™))

Jeining, by = “word”
word 4Nt iment

recommand positive
recomnd trust
festival anticipation
festival joy
festival positive
festival surorise

Then what I am doing, just check this part that I am using one by one. So I will just run this
much okay copy this much and pasted it here. So I am picking up tokens and then inner joins
sentiments from NRC. So if I run this it will just say that out of all this words that I have in
my tokens in my tokens which words are having these are the words out of this 20 words

which words are associated with certain sentiment or emotions from this NRC library.

Now first time you run this, first time you run this NRC it will ask that why do not you install
a library called text data. So you have to again install a package called text data. Then again
you run it, it will say that okay there is a researcher called Saif Mohammed who has created
this library so he will say that okay before you can use this library why do not you give me

the credit for this particular thing.



So you have to write 1 and then press enter so you will face this thing I am telling you. So
once you press 1 and enter then 127 MB file will get downloaded which is actually the
library. So after that gets downloaded only you can run this. So I am not doing that in this
particular video because that will take time. In my case it is already downloaded so now I am

using this NRC library.

So NRC library has 8 emotions and 2 sentiment positive and negative. So after that what I am
doing is I am joining it and in this join what I am getting is for every word corresponding
sentiment and emotion is getting. So for example here there is a word called recommend
which is basically a positive sentiment and that emotion associated with this word is trust.
Similarly, there is a festival which is a positive sentiment and the emotions that are associated

with this word is anticipation.

So we anticipate what will happen in a festival we wait for Diwali or Durga Puja then the joy
and then a surprise. So these are the certain I would say emotions and sentiments that are
associated with certain words. So for first entry only I found basically 2 words, 2 positive
words and 3 sentiments or 4 sentiments probably each has a count 1. So positive has a count

2 this and this.

Trust has a count 1, anticipation has a count 1, joy has a count 1 and surprise has a count 1.

So other guys are not counted then what I am doing. I will be running one step ahead.
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40 Joy=ifalsa (enists("joy") , joy, 0},
41 antici=ifelsalexists( anticipation”) anticipatien,0),
4 sur«ifelsalenists("surprise”) surprise 0],
41 sadeifelse (exists("sadness”™) sadmess 00,
“ anger=ifelselexisti("anger™) anger 0},
45 fear=ifelse(axists(“foar") foar,0),
ah .
Comole  Termibaal
recommand
place
to]
festival
place
i ghbourhoad
can

celebrate
» tokens %X
inner_join{ged_sentiments("nre™)) %X # pul) out only senvisent words
count (sent iment)|

bata

Ocorpus.cl. Large Simplecorpus (942 o
0 data 942 obs. of 4 variables
0 data_corpusLarge Simplecorpus (942 o
Odataframe 942 obs. of 1 variable

0 tokens 20 cbs. of 1 variable
Pl Fon  Peciges  Help  Viewsr =0
2 fapaet +

e S —CT T ¥
I Gt A e by R b
AR R ) Ay L
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314 ger the sentiment o sl byt

33 beas.rumer ic (Rokens 'b\

3#  irmer_join(pet_sentimants ("nre”)) %% # pull out only sentiment words
11 count(sentimnt) %=X # count the # of positive & negative words

3 spreadisentiment, n, fi1l « 0)

37 mutate(pos=ifelse(exists( positiva”) positive,0),

E1 ] nage1false (axists("negarive”) nagative,0),
L] trust=ifalse(exists ("trust™), trust,0),
40 Joysifelse (exists("joy")  joy,0),
41 antici=ifalsal antstal’ anhtlwlwr (antieipatien, 0},
2 sur~ifalselenists("surprise”) surprise,0
4 sads1felse (enists("sadness”) :ldnlu o,
4 angar=ifelse enisti("anger "umr.ﬁ .
45 fear=ifelse(exists(“foar") fear,0),
ah .
T (gl ©

Conaole  Termilaal
trust 1

> tokens %%
+ inner_foin{get_sentiments(“nre™)) %% ¢ pull out oaly sentiment words
+ count (sentiment) %X § (oun[ !l‘w ¥ of positive & negative words

+ tpraad(santinent, n, fill =

Joining, by = “word”

anticipation  joy positive surprise trust

>

Now this guy will give count up to this point if I just copy and paste and run this is giving me

the count. They are saying that anticipating there is one word, joy there is one word, positive

there is 2 words as I told you.

Then what I am doing then I am spreading it up, spreading it up means I am making it
looking like this anticipation, joy, positive, surprise, trust and corresponding count. So
whatever was the view previously I am just converting the view in a row wise. Now comes
the next step now remember we with this thing what we are trying to do we will be mutating

means changing this particular thing. Such that I have how many positive I need all the 11

counts I need the positive count.

Data

Decorpus.cl. Large Simplecorpus (341 &
0 data 942 obs. of 4 variables
0 data_corpusiarge Simplecorpus (942 o
Odataframe 942 obs. of 1 variable

0 tokens 20 obs. of 1 variable

T Flo  Paclogn  Help  Viewsr =0

3 bpwi =
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H

28~ for(i in L:din(datafrase) (1])] e

29 Ocorpus.cl. Large Simplecorpus (942 e

30 tokens < data_frame(text = dataframeitest[§]) %% unpest_tokens (word, test) Odita 042 obs. of 4 verishles

i

3; # gat the santimant from the first taxt O data_corpusiarge Simplecorpus (942 o

Odataframe 942 obs. of 1 variable

33 peas.numeric (tokens %%
- ioer_joiniget_sentiments (“arc™)) %4 # pull out enly sentiment words O tokens 20 obs. of 1 variable
3 count(semtimant) %X & count the & of positive & negative words -
36 spread(santiment, n, Fi11 = 0) W0 —
I mutate(poseifelseexdsts("positive ) positive,0), e P (e ey -
] negeifelseCexises(regative”), negative,0), = rpart +
i1 trusteifelse ("trust™), trust,0),
40 joyeifalse Joy™)  joy, 00,
1o '
¢ i g (e, i Soriph ¢
Conach Tl =0

i 0 Draop e

+ anger=ifelsalexiste( anger”) anger,0),
& fearsifelselexists("fear") fear 0},

+ dis=ifalsa(enista"disgust™), dagusr,0),
+ sentisent = pos - neg)

Joining, by = “word"

anticipatien  joy positive surprise trust  pos  meg antied  sur
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Data
: ' rum [1:942, 1:11) 100 0
1 Deorpus el Large Simplecorpus (941 o
4 ) data 942 obs. of 4 variables
§ 0 dava_corpusLarge Simplecorpus (942 a
- ddataframe 942 obs. of 1 variable
! T Mot Puciges el Viewsr -
' B gt
L]
i) 15 10 o i oo
Conscle  Torminal =

* sentisent = pos = neu‘.‘i
Jeining, by = “word”

* b
(11211201100002

= beeai1(b,11)

> aft,]=b

Err noafl, ] = b : object "a' not found

5 & {20, nrowsdin(datafrane) (1] mcalsll)

> afi,]=b

I need the positive count, the negative count, the 8 emotions basically and sentiment all of
this things I need. So by chance if some sentiments are missing they should come as 0 by
chance some sentiments are there they should come as corresponding counts. So this count

should be there this count should be 0 in this particular case.

So how I can ensure that, that this count will be 0. To ensure that I am writing this particular
function you see I am writing pos = if else function this is a if else function which says by
chance positive exists. What does this positive exists mean? For example let us say in this
particular thing do you think anything called let us say B or A, A or B is not here right now or

let us say my name Swagato.

There is nothing in my name Swagato so if I just say exists Swagato it will say false there is
nothing called Swagato in my global environment, but if [ say exists and then write data if |
write say 2 or if [ write exist data frame it will say true because there is a data here there is a
data frame here. Similarly if I say exist here positive. Positive is there which is a value of 2 so
then I am saying that if positive exists then put positive whatever corresponding value

otherwise 0.

For example negative does not exist so the neg this value should be 0. Trust exist so trust
should be whatever the value of trust has come up which is 1, but joy does not exist oh joy
also exist, but let us say sadness does not exist so corresponding value should be 0. So I am
manually populating all the values based on the check that whether there particular sentiment

is existing in this particular document or not.



And last sentiment = positive - negative. So everything I am doing so now if I run this much
if I run this much and populate it I will say that so this was a initial and this was joy, surprise
up to this point you have got from the previous calculation then the rest like positive,
negative, anticipation, surprise, sadness, anger and there were 3 more variables which has not

been printed here these are the calculated part.

So because there is nothing negative n ¢ g has come 0 because there is nothing sadness
initially s a d has come 0 and so on.So I change this thing to a numeric variable and save it at
b. So what is b then b looks like this 1, 1, 2, 1, 1. Now remember the last 11 values which is
1,2,3,4,5,6,7,8,9, 10, 11 up to this, this values are something that is meaningful to me.

Last 11 values are meaningful to me the rest of the values are not so meaningful to me.

So this is something that I will be picking up the last 11 values. Why 11? Because there are
positive, negative then trust, joy, anticipation, surprise, sad, anger, fear and let us say disgust
there are 8 emotions and then 1 sentiment. So 5, another 4 9 and 2 11 so these are my basic
values based on which I will be trying to calculate everything. So that is what I am taking up

till 11, b = b tail means take 11 values and populate it in ai.

That means in the first row of a okay so a I have not created. So in the first row of a because
i =1 populated that means right now the a has become like this everything is 0 the firstly it

got populated the values are coming up. Now I will run this for the whole loop.
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So if I run this for the whole loop, I will select from here I will select the whole loop and run
it. So you can check where is the count here. Right now if I just refresh i = 82 i will run
from 1 to 942 so just keep on checking this number. So it will run from 1 to 942 each one of
them it will pick up calculate based on NRC library what is coming up as your various kinds
of emotions and sentiments and then it will populate it in A. Now the next job is to join this A
with the original dataset to see that how emotions and sentiments is driving your rating

behavior.

So how that emotions and sentiments expressed in the text will impact your overall rating is
something that we are trying to do. So let us see now I will bind this A which is this values

where there are sentiments and emotions all are populated here. I will bind this one just 1



minute yeah I will bind this one with the dataset. So I have bounded it fair enough and then

the dataset has become like this.

The review title, overall rating, content and then positive, negative etcetera and sentiments
those values are here so those values are given. So next what will I do if I got this values next

what will I do?
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I will just go and find out how this thing is impacted by let us say positive + negative. How
negative and positive sentiment is impacting me and how the various emotions are impacting

my overall rating.



So first thing is positive and negative and then the emotions. So let us see first positive and
negative. So if I run this and then if I try to see summary of it, it is giving me that positive
ratings are highly associated with my codes, but negative are not so much. So my overall
rating is highly I can say being explained by my positive ratings, but this is coming negative

which is something we have to check first.

This should not come negative we have to check this code once again. Now next thing is [ am
trying to check the emotions let us say along with that. So I have come up with emotions and
summary of it. If I see then certain emotions summary of fit 1 sorry summary of fit 1 then
certain emotions are also associated with it. For example disgust and fear as you feel disgust
or fear your rating goes down. Even sometimes as you feel trust you rating goes up

something like that.
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But I can believe on this only if that the particular these particular x variables are not
correlated with each other. So to check that I will call for a library called car. So car library is
not there we will quickly install this car library it is a small library it will not take much time.
So car library helps you to check all this multi-collinearity and etcetera so that will get

downloaded.

Okay it has been downloaded and if I now call the car library and want to check the multi-
collinearity it will give me the variance inflation factors and you can see that anticipation has
very high variance inflation factors 7.10 and sadness is also high. So our cut-off is generally 4

so I will first drop anticipation. So here I dropped anticipation and run this thing once more.
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And if [ now check it with the rest, the VIF is more or less okay still sadness is high probably.
So I will also remove sadness from my model and then I will run the fit 2. So if that is the
case then now after removing sadness and etcetera everybody VIF is smaller than 4 so no
multi-collinearity anymore and this is my observation. See now I can tell that positive is

properly contributing towards my overall rating now it makes sense.

Then trust is also significantly contributing towards my overall rating. Surprise has a negative
so not everybody like surprise element do not keep even it is pleasant surprise preferably do
not keep surprise elements. Fear and disgust probably disgust is the most contributing

emotions towards the negative ratings. So these are some of the insights that you can generate



from the text data which can be used to call ultimately predict the quantitative data that here

available.

So basic job is to find out from the text the emotions, the sentiments populated in a tabular
form and then use the table for any prediction purpose. So that is where we will stop today. In

the next video we will discuss a little bit about topic modeling. Thank you.



