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Professor Swagato Chatterjee
Vinod Gupta School of Management,
Indian Institute of Technology, Kharagpur
Lecture 56
Text Mining and Sentiment Analytics (Contd.)

Hello everybody. Welcome to Marketing Analytics course, this is Doctor Swagato Chatterjee
from VGSOM, IIT Kharagpur who is taking this course and we are in week 11 and we are
still discussing Text Mining and Sentiment Analysis and we will continue the same thing in
this particular week also. Till the last week we have done basic sentiment mining, basic text
mining and we have also done some bit of spam detection and etcetera using Naive Bayes

algorithm here we will actually use that in sentiment mining.

So we will use Naive Bayes for sentiment mining in this session. In the next session we will
use certain libraries which has been pre-developed by some researchers for various kinds of
application in various places and later point of time we will do a little bit of topic modeling
also. So in this particular class we will be using the dataset called hotel review. So this is the
same old dataset which have been used earlier by us. But here I have only included the text

part.
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So if you see this dataset carefully that this dataset has 4 columns which is the hotel name,

the review title, the overall rating that you have got and the review content the basic text of



the review and these are all content like this place is very nice to stay close to the railway

station. The owners are the base and will help you with all your questions.

We would definitely recommend this place blah, blah, blah all of these things, so each of this
thing is one review. So the quantitative version of this particular thing, the dataset we have
used in week 1 if you remember. In the week 1 we started with a discussion that if the overall
rating is there and if you also get let us say the service, location, service, quality you get the

ratings of all those stuff.

Then how various service attributes are impacting your ultimate overall satisfaction or overall
rating that you have given is sometimes we find out through regression. We also try to find
out that which of the aspects are more important in your service context, which aspects are
not important, where you are doing good, where you are doing bad and blah, blah, blah. The

same dataset we have been using here, but with the text part.

So I want to know that what kind of extra insights we can bring in using the text also till now
we are only using quantitative data now I am bringing in qualitative data in this particular
model building to find out that how we can get enough information from the qualitative data
also to make certain sense out of it. So in this particular class we will do that. So we will be

using as usual R programming and the Naive Bayes algorithm to do that.
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So if you remember a small recap of the Naive Bayes algorithm it says that
P(ANB) P(BlA).P(A)
P(B)  P(B)
This is something that we will be using.
For example probability of positive sentiment let us say positive sentiment given a word
called good.
Let us say if that is so probability of this given G, that is [ have write it in this way, this will

P{A|B) =

be P(G[+)/P(G). Now in our old dataset if I have a dataset and if I break into training and

testing, there in a training data from the training data I can have an idea that.
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In the training data I can have an idea that how many I would say reviews are there which are
positive and I can also get a idea that how many reviews are there which has this word has
the word called good. So this will be basically probability of plus and probability of G
P(G|+) and then we have to find out by doing another calculation what is this. We can find

out this thing then I can calculate probability of positive given G.P(+|G).

So these 3 simple data mining will be done by Naive Bayes algorithm. So the first thing is
that so these are P actually I have written it in a different way this is it should be P, okay. So

that is something that we will be doing here.
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So if you check this particular Senti.R this is the R file.

of Naive Bayes, but in this context in this particular context which is our review dataset we
will be using this thing. So the first job is to read the data. So session, set working directory

to source file location and then after setting the working directory you read the data and the

data has 942 observations of 4 variables.

So how the data looks like? The data has the hotel name, the data has the review title, data
has the review text and the data also has overall ratings. So these are the 4 things that our

dataset has and we will try to see that how this overall rating is related to this two stuff that if

you title and then if you text.

So we are using the same old formula
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Now if we come to this thing first thing that is we want to do is structure of the data. So the
structure of the data says that my dataset has basically if you carefully look at the structure
then my dataset has 942 observations of 4 variables there are 4 variables and there are 942
observations means 942 rows and 4 columns are there and the columns names are hotel name

city which is a factor variable with 23 levels.

That means there are 23 different hotels data has been captured in this particular dataset and
the review title has, review title is a factor of 923 levels that basically there are 942 different
kinds of review titles are there it is coming 923 because some review titles are probably same

let us good stay has come more than once. So if that is the case then we cannot say that they

are different review title.



There can be some common review title for example very good hotel let us say that was the
review title, so we cannot do anything with that. Then comes the review overall rating.
Review overall rating is the quantitative rating in a 1 to 5 point scale that somebody has given
1 means in this overall rating 1 means basically very bad and 5 means very good and

anything in between that let us say 2, 3, 4 these are mediocre.

So depending on how much is the cutoff we will decide whether it is a positive review or
negative review and then comes review content which is the text and there are 941 levels
because probably one thing what there is exactly two reviews which are similar to each other
otherwise they are dissimilar to each other. So we got basically these 942 observations. Now

I just press control L to clean my console control L is to clean my console.

And once I clean the console next what will I do. So what I do right now is I break the dataset
the currently given dataset into two halves. One is the positive reviews and another is the
negative reviews. So (what do I) how to find out positive review? We call it something called

median split. What is median split? Find out the median of a variable and then split it.
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For example let us say if I just find out median of data dollar review overall rating. So that is
coming up to be 4. So frankly speaking anything any review rating which is and if I just put a
histogram of the same thing this is how it looks like the histogram. So which one will I say

positive review and which one will I say negative review.

So can I say that all these 5 are positive, these 4 probably are also positive so majorly biased
towards positive review, but 3, 2, 1 are obviously negative reviews these guys are all negative

review so I can say that. So if 3, 2, 1 are negative reviews 4 and 5 are positive review.
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So what I will do here is data dollar review overall rating is let us say if they are greater than
or let us say greater than equal to if I just write greater than that means it should has to be

higher than 4.

If it is not higher than 4 then it will be negative. So data review overall rating is if else data
dollar review overall rating greater than the median of that then it is 1 otherwise 0. So change
this thing to 1, 0 is what I am trying to do. So I am changing it to 1, 0. So I will later rather
say greater than equal to okay because if I just write greater than that means only 5 will be
considered as positive review 1, 2, 3, 4 will be considered as negative review which is not the

case probably.

So greater than equal to I will say up to 4 it is 4 and 5 it is positive review and otherwise it is
negative review. So I am changing it to 1, 0. So now if I just try to see table data dollar
review overall rating. [ have 210 Os and 732 1s so this is my situation right now. So next what

will I do I will make them factor.
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This 1, 0 instead of considering as 0 and 1, two numbers we should consider them as two
groups, two factors. So I am changing it to two factors. Now if I want to see the table of this
thing the same thing whatever I told will be there so 210. If we get an idea 210 / 942 that
comes up to be 22 % are negative and around 78 % are positive, but still this is biased but this

not heavily biased so that we have to use something else it is not like that it is biased, but we

can still use this one. So we will be going ahead.
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> library(tm)

Loading required package: NLP
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Now the library that I call is this tm library text mining library. So I will call this library there
is no package. So what we will do is we will install this thing, install tm we will take some
time. Okay it has install now, so now I will call this library called tm. So I called this library
it is saying that tm has been built under 3.6.3, but it is okay as long as the warning message

and as long as the other functionalities are there we can go ahead.
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So then as usual we are changing this data dollar review content which looks like this. So we
are dealing with the review content. Why we are dealing with review content, somebody else
will tell you sometimes later I will tell you that review content is something where the text is
of significant size. On other than review I should not have actually click review content the

whole thing because there are lots of content and it will get printed here, yeah so it got

printed.

So this is something which is of huge text size. You will see that this is one content the

ambience and the climate over there tells it all the energy blah, blah, blah so all of this the

whole content is of significant size.
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On the other hand if I just printed review title review titles were small so there are not enough
words to analyze the review title that whether they are impacting the overall rating, but they

might be impacting more than other things.

So anyways we will deal with review content so this content we change it to corpus form as
we did in the last video. Now once we have change it to corpus form we print the corpus and
the corpus has basically a metadata which has 942 documents and if I want to inspect the first
10 documents these are the first 10 documents. So 1, 2 so these are all text that is there. Now

you see in this text there are lots of punctuations marks are there.

Lot of numbers are there, lots of various other things are there. So these things may not have
any meaning. So the first job as we did any dataset is to probably do a little of preprocessing

of the data.
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So this is very important mode so in the text context that you have to preprocess your data.
So what we will do to preprocess? I first content transform to lower that means I change the

whole dataset to the lower case.

So this is equal to sign, this is basically equal to sign. We have discussed in the first class that
this is also how equal to signs are written. So I run that and in corpus clean the all everything
that is there in corpus clean is basically a in the lower form. So if I just write corpus clean
you see that here this 1 has been changed to its lower case. Let us say visited in end April vary

so everything after full stop has become lower case.



(Refer Slide Time: 16:00)

= e
e s e

¢.g@-da » - hddns * B roject ons) =
L PP ="  Ewionment Hstory Conmections =0

H snemsoe & A - Shin | B e 2 H | ™ ot Dt = | ff i »

o L A L ]| e

"1; " ) Glokid Finiewienins e

17 corms_c]lean < tm_man-:curnus_c}ean. resovewords, stopords())  pata

18 corpus_clean <- tm_map{corpus_clean, removePunctuation) n

19 corxs:c]nn < m:ma:-'mrgug:dean: stripwhitespace) Dcorpus_cl. Large Simplecorpus (942 e O
20 Hata_dtm <~ DocumentTermMatrix(corpus_clean) Odata 942 abs. of 4 variables

1 Ddata_corp_ Large SimpleCorpus (342 e. O
22 a=sample(1:942, 660, replace=FALSE)

23

D=
(lop Lovel) # W Seripe #

Conssle  Termimal =" Fie Mot Peduges Help Viewsr =0
& biport *

Clsars/Dell ] Desktop/Sestion L/Session 1/

Warning message:
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transformation drops documents
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transformation drops documents

> corpus_clean <- tm_map{corpus_clean, stripwhitespace)
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transformation drops documents
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So the whole dataset is right now in lower case then I clean, I remove the numbers I have
remove the numbers then I remove the stop words so what are the stop words. Stop words are
generic words which do not have any contribution in the meaning of the dataset so we
remove the stop word, we remove punctuations, we remove white space. So one by one I am

removing lots of warning messages are coming up right now we will not bother later we will

SEC.
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And then what I do 1s with this dataset I create a

term matrix it is also a large document and basically it is document of matrix looks like this
that there are lots of words, word 1, 2 and there are 942 columns and this is basically a matrix

where the counts are there, all the counters how many times one particular word is occurring

in which particular review that is there.

document term matrix. So in my document
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Now obviously I have to break it in training and testing. So if you remember in the last class
we have done training testing by taking the first 70 % or 80 % as training and the last 20 % as
testing that we cannot do here because there are various people. So your past review is
actually sometimes impact your future review. So how the person who has reviewed last, the

last review that I see.

When I go and write my review is also see the last review and if I see that review is positive
sometimes my mind also gets diverted towards positivity or negativity. So all I am trying to
say is that other people’s review might impact you. So that is why we cannot take the top 400
as testing and lower 200 as testing or training something like it we have to do it randomly. So

for that I am using a sample function.



So sample function samples 660 observations from 1 to 942 in this column I create vector
called 1 to 942 out of that 660 observations will be randomly picked up and replacement is
equal to false means once it is picked up it will never be picked up again. It is not a sampling
with replacing, it is sampling without replacing means if 66 has been selected once 66 this

particular number cannot be selected once more.

So that kind of sampling we are doing and putting it in a. So my a is right now some random

numbers that got generated from 1 to 942 and the length is 660.
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Now with this row names I am creating the training data and -a means the rest of the row
names goes to the testing data so data dollar train. Similarly, if you remember in the last class

also we created training, testing for the DTM and training testing for the clean corpus.

Because we will create I would say certain kind of word clouds using the corpus and to see
that whether word is a way to find out whether that it is a positive review or negative review
and then we will be doing our Naive Bayes using the document term matrix. So next what I
do is as I told that there are if you remember 22.2 % positive, sorry negative this was there

22.2 % negative.

So if I just see currently what is the case you will see that 23.1 % are negative in your
training data and your testing data 20.2 %. So not very different it is little bit different not
very different. So I can probably sample once more and then I can do it to check that whether
the prop table has improved a little bit or not. So let me just try out that so 21 and 23 it is
okay I think that is fine.

So to have a replaceable or something which is obvious whatever I get and you get will be
same you write set seed set .seed is let us say some number any number 10. So now my
results and your results will come same. So now set seed and this once more and then the
training data, testing data once more then the prop tables and etcetera. So the document term
matrix and proportion table. So 22.77 very good and here also 21 and 0.79 so we will go
ahead with this.
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Now what I do is I call a library called word cloud. So let us see okay so this package not
there, so install . packages word cloud. So let us install this one, so it got installed. Now with

this package I run this thing.
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Okay, I have to call the package first and with this package I run this thing. So the most

common word is basically rooms fair enough. And then valley, friendly, helpful, some night
some other words are also there which is coming up. Now rooms has to be the most common
word so I should have probably remove that as my stop words, but it is okay. Now if I do the
same thing for the training data without this randomness then hotel, room etcetera comes in
the middle. So hotel, room, good food, room and rooms are same. So I should have done

something called stemming to remove this room and rooms thing and then the rest.
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Now I break the dataset based on high and low. So this is high rating while the overall rating
is 1 and the low rating of training data while the overall rating is 0. So I am breaking the
training dataset into further two halves high and low. Then I am creating a word cloud for

high and I will create a word cloud for low.

And I will compare that whether they are coming similar or not so let us create a word cloud
for high. So high in this case hotel is common, but good room, great these are the words that
are coming up just check remember this. So good food, staff, stay, service, great these are the

words that are coming up.
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45 wordcloud(highiRevien_Content, max.words = 40, scale = c(3, 0.5)

46 wordcloud(lowSReview_Content, max.words » 40, scale » (3, 0.5), Odata_dtn_ Large DocusentTermMatrix

47 Odata_dtm_. Large DocusentTermMatrix .. 0,
:g FindFreqTerns(data_dtn_train, 5) 4 Ddata_test 282 obs. of 4 variables
50 data_dict < c(findFreqTernms(data_dts_train, 5)) Ddata_train 660 obs. of 4 variables
51 data_dtm_train <- DocumentTermMatrix(data_corpus_train, list(dic. Ohigh 509 obs. of 4 variables
‘? ; (lop Lewel) + tsape s | O Tow 151 obs. of 4 variables
Console  Terminal =" Fim Mot Pacuges Help Viewsr =0
C:/sers/Dll}/Desktop/Sestion 1/Session 1 Bbpot *

9: In wordcloud(highSReview_Content, max.words = 40, scale = c(3, 0.5)°

panchgani could not be fit on page. It will not be plotted.
10: In wordcloud(highSReview_Content, max.words = 40, scale = ¢(3, 0.5
N

one could not be fit on page. It will not be plotted.
> worde]oud(TowSReview_Content, max.words = 40, scale = ¢(3, 0.5), col
ors = brewer.pal(d,"Blues™))
There were 11 warnings (use warnings() to see them)
> wordeloud (TowSRevi en_Content, max.words = 40, scale = ¢(3, 0.5), col
ors = brewer.pal(d,"Blues™)) i
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Now if I just try out the same thing with a different I will just clean this and then I will run
with a different which is low then what comes up. So hotel room, rooms are common in both
the cases, but see this good, great has gone away fair enough staff, food, room, rooms hotel
these are all, but great is there in the much smaller size and practically good is not there if

you see carefully.

So then this adjectives not the nouns, but probably the adjectives are something which can
contribute towards your positiveness or negative and that makes sense that when we do a

review of anything.



If you say that okay I am a good teacher, teacher is a noun, good is an adjective. So by this
good or bad or lazy or very energetic these are the words that we use to define how this
teacher is. So teacher is not creating any kind of positive or negative sentiment emotion it is
not creating this adjectives are creating so that can be one learning from basic explanatory

analysis of putting a word to.
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46 wordeloud(lowiReview_Content, max.words - 40, scale = (3, 0.5), /B Gubd inivnenent =
47 2 =
48  findFreqTerms(data_dtm_train, 5) 0 datedtn__ Large DocumentTermatrix
49 Odatadtn_. Large DocumentTermMatrix . O
50 data_dict - Ic!findFreqTems-.'datn_tlitn_train. 5)) : : 4 Ddata_test 282 obs. of 4 variables
51 datadtm_train <- DocumentTermMatrix(data_corpus_train, 1ist(dic o4 i PP e g
52 data_dtm_test <- DocusentTernMatrix(data_corpus_test, list(dicti. ©data_train 5. of 4 variables
53 Dhigh 509 abs. of 4 variables
:J! . op Level) & st '> 0 low 151 obs. of 4 variables
Conssle  Terminal =" R Mot Packige Help Viewsr =0
C:/Usars/Dell} Desktop/Session 1/Session 1/ -2 baport »
[973) “real” “sand" “s1ightly”
[976]) “coconut™ “designed” “destination”
[979] "emails” “fort” "guesthouse”
[982] "highlights”  “payment” "stays"
[985] “using” “walks"” “asking”
[988] “coast™ “conversation”  “directly”
[991) "eating" “guide” "Titerally”
[994] “nowhere” “saying” “stunning”
[957] "talk” “understand” “although”
[1000] "knows™
[ reached getoption("max.print™) -- omitted Fifrntries ]
> ™
\

Bloenr@e s mol y | |

= B
o g -
O- e do # * hddis * X rojoct (Nons *
[ =7  FEwironment Hatory Conmections =0
H [Soumontaw | & A « R P S = 2 F | oot Dot = | off list +
50 data_dict <- c(findFreqTerns(data_dts_train, 5)) " ok Finiennmenn - |
51 data_dtm_train <- DocumentTersMatrix(data_corpus_train, list(dic =
52 data_dtm_test <- DocumentTermMatrix(data_corpus_test, list(dicti Qdatadtn_ List of 6 :
53 Odata_dtn_ Large DocumentTermMatrix . O,
$4 F convert counts to a *-_\k'f?f‘ ; Ddata_test 282 obs. of 4 variables
55+ convert_counts <- function(x) { 3

~ Ddata_train 660 obs

. of 4 variables

56 x < ifelselx » 0, 1, O)

57 x < factor(x, levels = (0, 1), labels = c("No", "Yes")) Dhigh 509 obs. of 4 variables

,‘|‘ tiop Level 2 isapr | O Tow 151 obs. of 4 variables

Consele  Terminal =" P Mot Pachages Help  Viewsr =0

B bport =

C/Users/Dall3/Dasktop Session LiSession 1/

[988] “coast™ “gonversation”  “directly”
[491) "eating” “guide” "Tiverally”
[954] "nowhere” "saying” . "stunning”
[997) “ralk” “understand” “although”

[1000) “knows™

[ reached getdption(“max.print™) -- omitted 607 entries ]

» datadict < c(findFreqrerns(data_dem_train, 5))

> data_dtm_train <- DocumentTermMatrix(data_corpus_train, list(dictien
ary = data_dict))

> data_dtm_test <- DocumentTermMatrix{data_corpus_test, list(dictionar
y = data_dict))

Hooaree rmul y “

Now what I will do I will find out the frequent terms up to 5 frequent terms. So there are
1607 entries which has occurred at least 5 times make a dictionary with this words I am
making a dictionary with these words and then what I will do is I will create a document term

matrix only with this word for the training data also and for the testing data also. So two



document term matrix once more for the training data and for the testing data, but only with

this 1607 words.
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61 datadtm_train <- apply(data_dtm_train, 2, convert_counts) " i Ghokd Finievrament « Q
67 data_dtm_test <- apply(data_dtm_test, 2, convert_counts) -~ :
63 Ddata_dtm__ Large matrix (453174 elem.

= ## Step 3: Training a mode] on the data ---- Odata_dtm_. Large matrix (1060620 ele.

64

65 Tibrary(el071) -

66 data_classifier < naiveBayes(data_dtm_train, data_trainiReview_ Odata_test 282 obs. of 4 variables
Odata_train 660 obs. of 4 variables

67 names(data_classifier)

(5%

gg e e e . Dhigh 509 abs. of 4 variables

W (Pl s = .m.,,.: 0lon 151 obs. of 4 variables
Conple | il = e Mot Pacage Help  Viewsr =
Ca/Usar/Dull/Dasktop,Session LiSasion 1/ Bopors O

» convert_counts <- functien(x) {

+ % <= ifelse(x >0, 1, 0)

+ % < factor(x, levels = (0, 1), Tabels = e("No", “ves™))
+1

> data_dtm_train <= apply(data_dm_train, 2, convert_counts)
> data_dtsi_test <- apply(data_den_test, 2, convert_counts)

> data_dim] |

~ data_dtn_train
# data_dts

—_— — = = |
e - o .
. @ Hul O ALt " A = K Projecr (hone) =
0 i =" Eniooment  History  Canmections =0
H mnmonsen | 4 F- | hin | B S = o2 | gt Dot - | off lis »
61 data_dtm_train <- apply(data_dtm_train, 2, convert_counts) " i okl Fininmenn - q
67 data_dtm_test <- apply(data_dtm_test, 2, convert_counts) - -
63 Ddata_dtm__ Large matrix (453174 elem
64- #2 Step 3: Training a mode] on the data ---- Odatadtm_ Large matrix (1060620 ele.

65 Tibrary(eld71)
66 data_classifier < naiveBayes(data_dtm_train, data_trainiReview_
67 names(data_classifier)

Ddata_test 282 obs. of 4 variables
Odata_train 660 obs. of 4 variables

[°T

gg I D T . Dhigh $09 abs. of 4 variables
W1 (lopleve) 2 ' : st 2 0 low 151 obs. of 4 variables
Conssle  Terminal - =" P Mot Packige  Help  Viewsr =0
CfUsars/Dall/Desctop, Sassion L/Sassion 1/ Bopo= O
Terms 5
pocs  smells difference possibly sized complaints sense 19t
Terns
Docs purpose marketing satisfying bottom basics credit delayed
Terms
Docs  lovers conference agreed valleys steel quantity mini orders
Terms |
pocs palicy occasions grand snooker rathed channels
Terns

Docs  unprofessional replaced magic
[ reached getoption(“max.priat®) -- omitted 282 rows ]

Now remember document term matrix gives you counts I need 10 in the last week we have
done that so I convert it to basically counts rather than from counts to 1, 0 yes no I am
converting it to that. So it has done that. Now if I just check what is data DTM _ test if I just

try to see that okay so this I will not be able to see this here.
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61 data_dtm_train <- apply(data_dtm_train, 2, convert_counts) " i Glolid Finiend =
62 data_dtn_test < apply(data_dim_test, 2, convert_counts) = -
63 Ddatadm_. Large matrix (453174 elem.
64- #2 Step 3: Training a mode] on the data ---- O data_dtm_. Large matrix (1060620 ele.
£51 1ibrary(el07l) Odata_test 282 obs. of 4 variabl
6 data_classifier < naiveBayes(data_dtm_train, datatrainfRevien ©00T8-T8ST il b ol
67 names(data_classifier) 3 Ddata_train 660 obs. of 4 variables
:’g e . Dhigh 509 abs. of 4 variables
GE1 | (iop Level ¢ s s | O low 151 obs. of 4 variables
Constle  Terminal - =[P Mo Pakages Help  Viewsr al
C:Msers/Dull}/ Desktop/ Session L'bession 1/ g 0
> data_dtm_test[1:10]
[1] *ves” *Ne* *Ne ‘Mo “Ne" Mo "N “No" “Ne" o’
>
b V|

So let us say data 10 1 to 10. Now this is not how I will see basically the data this is my
training data. So these are one to the word characters and their corresponding these are the

terms and these are basically the corresponding values 1, 2, 3, 4, 5.
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61 data_dtm_train <- apply(data_dtm_train, 2, convert_counts) " i ok Faniemn = Q
62 data_dtm_ test < apply(data_dtm_test, 2, convert_counts) = )
63 Ddatadm_ Large matrix (453174 elem.
64- ## step 3: Training a mode] on the data ---- Odata_dtm_— Large matrix (1060620 ele.
85 Nibrary(el071) Ddata_test 282 obs. of 4 variables

66 data_classifier <- naiveBayes(data_dtm_train, data_trainiReview
Ddata_train 660 obs. of 4 variables

67 names(data_classifier) 3

g . SO . . Dhigh 509 obs. of 4 variables

Bl | s % o il am x sape ¢ | OTow 151 obs. of 4 variables
Comstle  Terminal - T Fim Hew Packiges Help  Viewsr =0
C/Usars/Dell]/Desktop/Session L'Session 1/ [ ] Bopons | 0

» library(el071)
Error in 1ibrary(el071) : there is no package called 'e1071'
> install.packages(’ €1071")
Installing package into 'C:/Users/Dell3/Documents/R/win-1ibrary/3.6"
{as "1ib’ 15 unspecified)
warning in install.packages :
package '¢1071° is not available (for R version 3.6.1)
> install.packages(’¢1071")
Installing package into 'C:/usersTDell3/Documents/R/win-1ibrary/3.6"
(as *1ib' is unspecified)

0. piE-dull @A wn H - pdds - X progct pione) =
LA =" FEnviooment  History  Conmections =l
& H Csamemsan  Q F - *hn | M B | B | gt Dt - | li s
61 data_dtm_train <- apply(data_dtm_train, 2, convert_counts) " ) Globd Frniemend = q
62 data_dtm_ test < apply(data_dtm_test, 2, convert_counts) - :
63 Odata_dtm_ Large matrix (453174 elen.
64« ## Step 3: Training a mode] on the data ---- Odata_dtm_. Large matrix (1060620 ele.
65 ”m(m Ddata_test 282 obs. of 4 variables

66 data_classifier <- naiveBayes(data_dtm_train, data_trainiRevien

67 names(data_classifier) Odata_train 660 obs. of 4 variables
68

D high 509 obs. of 4 variables

-

hﬁhsl “ﬂ&lﬂp‘; Ir.um;l:\ede! — “WPI; 0 low 151 obs. of 4 variables
Comsale  Terminal =7 Fim Pen Pacage  Help  Viewsr u|
Ca/Useri/Delll/Desktop/Sesidon L/Seision 1/ Dot s -

{as "1k’ 15 unspecified)

trying URL ‘htrps://eran. ritudio. com/bin/windows /contrib/3. 6/e10711.7
-1.zip'

Content type ‘application/zip' length 1021796 bytes (997 k8)
downleaded 997 K8

package '#1071' successfully unpacked and MDS sums checked

The downloaded binary packages ark in
Ci\users\nel) 3\AppData\Local\Temp\Rtmp) aUvd\ down loaded_packag

So I will now use this document term matrix training to my model building. So the library
that we will use for Naive Bayes algorithm is E1071 that is not there. So install packages
E1071 oh sorry I should have written the e properly. Okay so it is installing E1071 right now
it has installed it.
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64 ## step 3 Training a model on the data Ddata_clas_ Large naiveBayes (5 eleme. O
65 library(el071) o4 e (942
66 data_classifier < naiveBayes(data_dtm_train, data_trainiReview_ ata_corp. Large SimpleCorpus e
67 |anes(data_tlassifier) Ddata_corp. List of 282 )
68 R e Ddata_corp. List of 660
69 data_classifierStables[1:2 -
0 Odata_dtm  Large DocumentTermMatrix
.t . Odata_dtm_ Large matrix (453174 elen.
Uil Saep & Iraining 8 moddd cn the data 3 W cripe & : : e i
Conssle  Terminal = Fe Plots Packiges Help Viewsr =0
C/Usgri/Dall}/ Dasktop/ Sesiion L/Session 1/ - bipert *
> library(el071)
Warning message.
package ‘#1071 was built under R version 3.6.3
> data_classifier <- naiveBayes(data_dtm_train, data_trainfRevies_Overa
11_rating)
>
]
1
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L = Ewionment Hstory Conmections =0
[ P T pon Dutwst = | f it *
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64« ## step 3: Training a mode] on the data Ddata_clas. Large naiveBayes (5 eleme 0
65 Tibrary(el071) od imolec (942
66 data_classifier < naiveBayes(data_dtm_train, data_traindRevies_ ata_corp. Large SimpleCorpus e
67 names(data_classifier) Ddata_corp_ List of 282
68 g Ddata_corp_ List of 660
gg dnti._:lmmﬁlrmblulllrzi [ Qdatadt Large DocumentTarmhtrix
AR . © Ddatadtm_. Large matrix (453174 elen.
U1 B aep % iraining 3 moded oo the dats 2 R5enpe & : - e T
=" Fim Mot Packages Help  Viewsr =0
13/Desktop/Sesidon L/Seition 1/ - bipert *
bathrooms
dara_trainifevies_overall_Rating No Yes
0 0.91390728 0.08609272
1 0.95677800 0.04322200
$big
big
data_trainifevies_Overall_Rating No ¥es
0 0,90728477 0.09271523
1 0.90766208 0.09233792
> 5 i ‘
Hl. 0T @¢ Rk Y | |

Now I will call this library it is okay warning message, but we do not care. Now _classifier
the model name is Naive Bayes this is the algorithm name while this is my x axis which is the
term matrix and the y variable is basically the overall rating that you got 1, 0 rating. So if I

now run a simple this time I got the classifier.

And if I want to see the probabilities of the classifier I can see for at least first two you see
bathrooms this is 0.91, 0.95 and this is 0.8 I do not think bathroom is something they are
based on which things are changing a lot. Big is not at all changing, but why do not I find out

group let us find out group what this group is.
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75 dnn = c('predicted’, 'actual’)) 7 datadict chr [1:1607] "best” “can” "
75 | B ok brierton o et = isope s datatest. Factor w/ 2 levels "0","1":.
Consale  Terminal =7 Pl Mo Packages Help Viewsr =0
C/Usars/ Dl Desktop/Sestion LiSesion 1/ ’ Bt s | 0
[1) 44
» data_classifierSrables[44]
Sopen
apen
data_train$Review_Overall_Rating No Yes
0 0.92052980 0.07947020
1 0.95284872 0.04715128
» ## Step 4: Evaluating model performance ----
> data_test_pred <- predict(data_classifier, data_dum_rest)
> install.packages (" gmodels") ;
lrf' - 4 f ool 3

i

NI W R VR S Wy AR Wy
LI IR 4 @] A o bl - hdes - & e o =
O i » =" Foviooment  History  Conmections o m)
¢ i (et | Q Ao | =thn | 5% HSums o B F T ot Dbt = | Ein-| G
g - " ) Gl Cimirnewed +
69 data_classifieritables(1:2] VuBLALI N1 VU UUS. UE % val falies
70 o L Dhigh 509 obs. of 4 variables
g ;:t::::s:;ni:; :l ;2d1"":t(dlmta..c1usif§cr. data_dtm_test] L1 e AR TR L
73 library(guodels) Values
74 Cros: a int [1:660) 491 649 330 368 |
75 d datadict chr [1:1607] “best” "can® ".
N 1Rty et o perr = lsoge s datatest. Factor w/ 2 levels 0","1":.
Console  Terminal © =0 Fe Wets Pecages Help  Viewsr =0
C/Usars/Dall} Desktop/Sestion LiSassion 1/ # deon | Bugon» | 9

package ‘grools’ successfully unpacked and DS sums checked
package ‘gdata’ successfully unpacked and MDS sums checked
package 'gmode)s’ successfully unpacked and MDS sums checked

The downloaded binary packages are in
Ci\users\pel ) 3\Appbata\Local\ Temp\REmp6) aUvd\ down loaded_packag

[
» library(gmodels)

WArRiRg message:

package ‘gmodels’ was built under R version 3.6.3 ]
>
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73 Tibrary(gnodels) values

74 crossTable(data_test_pred,data_testiRevies_Overall_Ratingprop.c 2 int [1:660] 491 649 330 368.
75 nn = c('predicted’, ‘actual’))  datadict chr [1:1607] “best” “can" .
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Console  Terminal = Fa Mot Packige  Help  Viewsr =0
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v a0 w &3
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1] 26 | 131 239 |
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] 0.441 | 0,955 | ]
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So if I am not wrong I will find out group here good here and good is 44. So if I just see
data .classifier 44 instead of 1 and 2. If I just try to see the 44" one that is the good things and
you can see carefully that here when good is actually occurring yes then it is 8 % times this is

a positive rating and 4 only 4.7 % case.

So there is a huge odd ratios difference 92 is to 8 divided 95 is to 4, so I can say that good is
something which leads to classification. So we are doing it with the only the review content

you can do the same stuff exactly same stuff with the review title.

So now I use this to predict my data here DTM dm testing data, testing document term matrix
wee se for the prediction purpose and then I will call the library again the installed library
installed packages. So see I am installing because today I am using a different system
actually. If you have once installed in your system you do not have to install again. So library

g-models and then I will do the cross tabulation.

So the cross tabulation is saying that I have my overall accuracy level is 213+33 which is
around 246/282. So this many times I am overall correct 87 % of time based on this and if I
try to focus on which is basically 75.5 + 117 this one. Now if I try to focus on that this is my
actual this is my predicted. Now if [ am trying to see that how out of actual ones how many

times you have correct the predicted one which is basically 213/223 comes up to be 0.955.

So once positive rating I am properly identifying negative ratings if I just focus on then
negative rating identification is not so good because there 59 observations which are negative

basically, but I am currently predicting only 33 of them so which might not be good. So we



have to try to improve this classification better using further models. So now this is an

example how we can do text mining.

Now I can use this particular text mining technique which is this Naive Bayes to create
another data term matrix and can predict that whether that is a positive rating or negative
rating. So this is how basically we create a prediction easy prediction mechanism to predict
the sentiment of a particular text. In the next session, we will discuss about various kinds of
libraries that we can use for testing purpose. Thank you very much I will see you in the next

video.



