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Professor Swagato Chatterjee
Vinod Gupta School of Management,
Indian Institute of Technology, Kharagpur
Lecture 55
Text Mining and Sentiment Analytics (Contd.)

Hello everybody, welcome to Marketing Analytics course. I am Doctor Swagato Chatterjee
from VGSOM, IIT, Kharagpur who is taking this course for you. We are in week 10, session
5 and I will discuss about how to use R programming to apply the Naive Bayes algorithm in a

data set.
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A data set is given to you, it is the SMS spam data, so we will first put the set working

directory and then I will read the data. The data set looks like this.
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1 type text
2 1 ham Hope you are having a good week. Just checking in
3 2 ham K..give back my thanks.
4 3ham  Am also doing in cbe anly. But have to pay.
5 4 spam |cc_m£|im_e|'nar\¢ 4 STAR Ibiza Holiday ar A£10,000 cash needs your URGENT collection. 09066364349 NOW from
[ Sspam  okmail: Dear Dave this is your final notice to collect your 4* Tenerife Holiday or #5000 CASH award! Call 090617
7 6 ham Alya we discuss later lar.., Pick uup at 4 is it?
8 7 ham Are you this much buzy
9 8 ham Please ask mummy to call father
10 9spam  Marvel Mobile Play the official Ultimate Spider-man game (A£4.50) on ur mobile right now. Text SPIDER to 833
" 10 ham fyi I'm at usf now, swing by the room whenever

12 11 ham Sure thing big man. i have hockey elections at 6, shouldnd,~Ecet go on longer than an

13 12 ham I anything lor... _‘

14 13ham  Bymarch ending, | should be ready. But wil call you for sure. The problem is that my SRS | complete, H
15 14 ham Hmm well, night night

16 15 ham K I'll be sure to get up before noon and see what's what
7 16 ham Ha ha cool cool chikku chikky:-):-DB-) ‘
Darren was saying dat if u meeting da ge den we dun meet 4 dinner. Cos later/ S

Where if you see it carefully there are the type whether it is spam or ham, and the text is
written. For example, complementary 4-star Ibiza holiday, blah-blah-blah, this is spam. But
are you this much busy or please ask mummy to call father, this is ham. So, we will be

playing with that to see that whether.
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> setwd("C:/Users/MPTEL Studio-01/Desktop/weekl0/Session 4/naive bayes")
= sms_raw <- read.csv("sms_spam.csv”, headersTRUE)

» names(sns_raw)ec("SINo", “type”, "tent™)

= strisms_raw)

‘data.frame’; 5339 obs. of ¥ variables:

Sswo:int 12345678010 ...

§ type: Factor w/ 2 levels "ham™ "spas”™: 1112211121...

§ text: Factor w/ 5136 Tevals "'an Amazing quote'’ - Sometimes in life
its difficult to decide whats wrong!! a lie that brings a smile or the ™
| —truncated_,..: 1651 2557 257 626 1308 130 357 3392 2726 1079 ...
>
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> table(sms_rawdtyps)

han spam
4812 7

> 4512/5549
[1] 0.8656233

>

So I read the data first and then I put the names properly. The structure of the data looks like

this, there are 3 columns, serial number, the type which is factor variable spam and ham,

there are two factors and then the text. And then what we do is, if I just check the table that

there are 4812 spams so to get an idea there are 4812 / 5559 that means around 86 % ham and

then 14 % spam or 86.5 % ham and 13.5 % ham is there, fair enough.
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contant: documents: 3559
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So, now as usual, Library tn, we are calling it changing it to corpus, we have done this before.

And then, I will print the corpus at least the, print the corpus says that it has a corpus specific

bond, document level zero and that documen

ts are 5559 and if I inspect the first 10

documents, it looks like this, which is basically the first 10 observations.
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> corpus_clean <= ta_map(corpus_clean, removepunctuation)

warning message:

In te_nap. Simplacorpus(corpusclean, removePunctuation)
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> corpus_clean <- tasap(corpus.claan, stripshitaspace)

warning message:
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>

Now, with this what I do is I transform it to their lower, I change, remove the numbers, I
remove the stop words, I remove punctuation, we have done this before, right in session 2, if
we are not wrong, session 2 or 3 I have done this. So, strip white space, so we are removing

this and now with this thing I am creating a document on matrix.
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So, SMS DTM is a large matrix. Now, next what I am doing here is there are some purpose
of doing this. So, there are 3 things, you check, there is a raw data, from there we created the
corpus, we clean the corpus and created data documental matrix. Now I will break this raw
data into training raw and testing raw. Training corpus the same, exactly same row numbers,
its training corpus and testing corpus. And training DTM and testing DTM, this is something

that [ am going to create.

Why? Because some of this raw one will be used to create word cloud. Corpus might be used
to something else. DTM might be used to create something else so there is certain purpose.
But there should be some matching so that you see, these three guys should be related to each

other and these three guys should be related to each other.
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Console  Tesmlasl -

= sms_raw_train <- sms_raw[1:4163, ]

» sms_ram_test < sms_ram[4170:5539, ]

>

> smi_dtm_train < sms_dtm[1:4169, ]

= sms_dtm_test <- sms_dtm[4170:5559, ]

>

= sms_corpus_train «- corpus_clean[1:4169]
» sms_corpus_test <- corpus_clean[4170:3559]
>

So, I am using the same column numbers, row numbers 1 to 4169, and 4170 to 5599 so, I am
just, so if I just do it 4169 / 5559. That means around 75 % goes to my train and 25 % goes to
my test. So, I am breaking this thing. So, the first one is the raw data, next is DTM and third
is corpus. Fair enough. I have broken them. Why have I broken them? So, after breaking
them I have to just see that whether I have not done randomness, see. So, I am just checking
that whether even the training and testing data the I would say distribution of spams and hams

are similar or not.
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> sms_corpus_train <= corpus_clean[1:4169]
> $85_COPPUS_TAST <= qorpus_clean[4170:5556)
= prop. table(table(sns_raw_trainftype))

ham span
08647158 0.1352842
» prop, table(table(sms_ran_testStype))

ham span
0,8683453 0, 1316547

=

If you remember, earlier it was 86.5 % ham in the training data it is 86.47 similar. Here is it

86.8 one and the similar. So, I can deal with this thing.
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So, now with this dataset, what I do is next is I call the library, the library is word cloud. I am
calling the library and with the corpus, I am trying to draw a, so you see this is the corpus of

my training data. This is how a word cloud looks like.

This is a word cloud this is how exactly it looks like. So, word cloud, let us say the, this guy
is the bigger one, the bigger the one, the bigger the word in word cloud the more frequency of
that word is there. Now, if [ just random one is equal to false if I do that, what that will do, so
before you plot the next plot, it is better to clean this plotting area. So, what it will do is, it

will put the important ones at the middle.

So, you see call, now, just, will, can, these are the. Now what is my purpose? My purpose is
using words to analyse whether it is span or ham. So by that logic exploratorily or visually if
I see that the words which are coming common in spam and the words which are coming
common in ham if that words are different in other words, the word cloud of a spam message
and word cloud of all the ham message, if the prominent words are different then only I can

say that words are the important variable to predict whether it is spam or ham.

Understand carefully what I am saying once more, I am saying that [ can use words as my
predicting variable for spam or ham only when the word cloud is giving me different sets of

words for spam or ham that is the only case.
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So, what I do next is, I divide the dataset into spam and ham. Okay, so subset the raw data
into spam and ham and now with once I will draw it with spam and then I will draw it with

ham.

So, I have drawn it with spam, okay so let me draw it once more, it did not come properly, so
I will draw it with spam and spam if you see carefully, the words are coming up call, free,
now, mobile So, some words just remember the claim, just remember this words and for ham,
the words that are coming up are just, will, do not, can, so call and now are same but claim or

let us say mobile, these words are going away.

So, there is some difference between the words that are common. So, that suggest that words
can be one variable to use that. I have also shown how to create very beautiful word clouds

which can be used for your reporting purpose. Now, imagine how many words are there?
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42 wordcloudihanitaxt, max.words = 40, scale = i}, 0.5), colers = ¢ UM Lar DocwmcTarmiecrix (4 olemons,

a1 » -
44 findrreaTerns (sns_dta_tradn, §) ) ol -
45 =

3 fxpont +
46  sms_dicy <~ c(findPregTarss (sas_dta_train, 5))
47 sms_train <- DocumentTermMatrix(sms_corpus_train, list(dictionary,

Console  Tesminal a |

“dry"
“trade”
“eost\ne2éps’
“dera”

[391] "masming” " pabox”

[533] “skxh” "sol"

[995] "stackport™ “toclain”

[357] "billed” “charges™

99] "mistake” “rafunded”

LAE™: o= invironmest  Hislory  Cesmections =
ot | 4 Fo Shn | 8 Soune 2 Pieporttine o Lt »

f Glnkal Eecnment =

45 sms_dict - c(FindPreqTerms (ses_dtm_train, )0 3

47 sms_train DocumentTermuatrix(sms_corpus_train, Tistidictionary O smi_dta train Large DocuséntTersatrix (6 &lements,

48 ms_test <- DocumentTermMatrix(smicorpus.test, listidictionary = o 0 o0 850 oba, of 3 variables

49 = . <

WIS ot ot 1ok Factor Osms_ran_test 1390 cbs. of 3 variables

51+ convert_counts < function(x) | O smi_ran train 4169 obs. of 3 variables

52 x o< ffelse(x =0, 1, 0) 0 sms_test List of 6§

:E ik factor(x, lavals = c(0, 1), Tabals = c(INGTGRNGR")) 0 sms_train Large DocumentTarssatrix (6 elenants,
55

56 7 applyl) convert_counts() to colusns of train/test data R Pob Mdage o Viewsr =0
57 sms_train < apply(sms_train, 2, convart_counts B xpont +

58 sms_vest < apply(sms_test, 2, convert_counts)

58

-

7 ot

Comsoke  Termial o

"-orhin"

"bothar”
“"midical” "tragh” “glad”

[1000] “exan”

[ reached gatoprion(mx,print”) =« omitved 116 envries ]

= sms_dict <= c(findPreqTarms(sms_dim_train, 3))

> smE_train <= DocumentTersatrin(sas_corpus_train, Vist{dicvionary =

sms_dict))

> §m5_LAST <= DocumentTermsatrix(ims_corpus_test, list(dictionary = sa

s_dict))

b

So if I just find out, find frequent words and then put it one here it will find out all those
words which has a frequency of at least 1. And there are 5738 words are there. So, sorry not
six thousand, thousand are printed and omitted are 5738 so total 6738 words are there. | mean
there is no point on playing with so many words. If they are occurring only once, why will

have an importance on them. So, what I do is, I find out only those words which have up to 5

frequency and those words are 1 2 1 6, 1216 words.

So, what I do next is put these words in a dictionary and then again create this document from
matrix training and testing, whichever I have created here, this document on matrix DTM,

training and testing. I am recreating them but now with the dictionary of this data, not the

whole set of words.



So, I am creating a document on matrix, if you remember document on matrix was the terms
in one side, the document numbers and their corresponding counts, Counts okay, not whether
it occurred or not. How many times it occurs was there? Now, remember in my Naive Bayes
algorithm when I taught Naive and Bayes equation it was just telling Viagra was there or not?

Yes or no.

Grocery was there or not? Yes or no. Unsubscribe word was there or not? Yes or no. it was
not talking about whether that word is occurring 5 times in a particular row or 2 times in a
particular row. The frequency was not there. The only thing that was a variable was the
occurrence whether it occurred or not. So, I have to also do something to change this

document on practice which is frequency oriented to a occurrence oriented.

So, I am creating a function called convert counts which takes a value of x, if the x’s value is
> 0, any positive value, it will make it 1, otherwise 0. And then 0 and 1, it is leveling at as no

and yes.

(Refer Slide Time: 10:42)
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51+ convert_counts < function(x sms_dtm_train Large DocumentTerssatrix (6 elements,

52 x o< ffelselx =0, 1, 0 i

a 2 factort, Twvels xcl0. 1), Tabals = clN", "Yas" s _ram 5539 obs, of 3 urllabhs

o smi_ram_test 1390 obs. of 3 variables

13 sms_ram train 4160 obs. of 3 variables

:6 L i vé ] : " 3 ni of m test dita sms_test List of &

7 emE_train apply sms_train, J, convert_c Ll i i

o5 S i ol e bt sm3_train Large DocusentTarssatrix (6 #lasants,

5 -
60 sumsary(sms_tratn(, 1:5 - i B -

6 2 fapont +

63 library(el071
4

L -
®

» sms_train <- DocumentTermatrix(sas_corpus_train, list{dictiomary = ~

smi_dict))

> Sms_test <- DocumentTermsatrix(smi_corpus_test, Tist(dictionary = sa

sdict))

> # convert counts to a factor

> convert.counts < function(x) {

+ %e=ifelse(x >0, 1, Q)

+ u <= facror(s, Tevels = (0, 1), labels = (0", "ves"))
1

> smi_train < apply(smi_train, I, convert.counts)




T
Q. & 4 * Addng B peoyect o) =
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51« convart_counts <- functionix * 1 Giotal Envecement =

52 ¥ = ifelselx = 0, 1, 0}

53 x < factor(x, Tevals = c(0, 1), Tabals = c("No", "ves") D s dtatrain  Large DocumentTermMatrix (6 elesents,

:‘: 0 smes_ram 5550 obs. of 3 variables

5% 0 apply it e (Y te o e oF - trednftant: daks Osms_ram_test 1390 cbs. of 3 variables

57 sms_train < apply(sas_train, 2, convert_counts ) omi_ram trafn 4160 obd. of 3 variables

56 sms_test < apply(sms_test, I, convert_counts 0 sms_tast Large matrix (1690240 elements, 11.1

‘;g L 0 sms_train Large matrin (5069504 wlemants, 39 wb)

g;,,, fea i e e Pl Poti Packages  Help  Viewsr Ll

& Tibrary(sl071 & fapont +

64 sms_classifier < maiveBayes(sms_train, sms_raw_trainitype)
65 names(sms_classifier

T

Console  Termiasl -

5 convart_counts <= function(x) {
+ xe=ifalsa{x>0,1, 0

+ ¥ e facror(y, levals = ¢(0, 13, Tabals = c("we", "vas™))
+

> wms_train < apply(sms_train, 2, convart_counts)

= sms_test <= apply(sms_test, ¥, convert_counts)

> summary(ses_train[, 1:3])

checking  good hape just waak

Mo (4LB2  mo :d006  No 4098 mo 13009 wo (40

Yes: 7 ves: 163 ves: 7L ves: 260 ves: 75

>

So, that is how I am writing a function and then I will use this function on my training and
testing DTM document on matrix, to convert them to this kind of a thing. So, if I just run this,
it will take little bit of time. If I just run this one and convert ten to ES no basically instead of

the counts, the training one has been done but testing one also has been done, the summary of

the training one looks like this.

So, this are the word, first 5 words, first 5 randomly chosen, no, no it is not like the first 5
words based on the frequency or something. So, this word is occurring, not occurring for 162

times, occurring 7 times. Would is occurring 163 times and not occurring 4006 n times and so

on. So that is how I have created the summary.
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59 oy ! .
60 summary(sms_train, 1:5]) O sms_ram_test 1390 obs. of 3 variables
61 O sms_ran_train 4160 ocbs. of 3 variables
62» M step 3. Training 4 mode] on the data 0 sms_test Large matrix (1690240 elements, 11.1
63 Tibrary(el071 . . . ) sms_train Large matrix (3069504 wlemants, 39 wb)
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69+ ## step 4: Evaluating mode] performance
L 4
1 [0 % & Trairg s model on the dats 3 T
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» library(e1071)
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» install.packages("el071") Since R-100
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57 sms_train <- apply(sms_train, 2, convert_counts 0 smi_dta_train  Large DocumentTerswatrix (6 elesents,
58 ms_test <- apply(sms_test, 2, convert.ounts) B sen- raie 1550 abs, of § variablas
9 = : :
60 sumsary(sms_train[, 1:5]) Osms_ran_test 1390 obs. of 3 variables
il Osmi_ram train 4160 cba. of 3 variables
62+ ¥ step 3: Training a model on the data D sms_test Large matrix (1690240 elements, 11.1
63 library(gho7L : . ! -)sm-min U::! marrix (3069504 wlements, 39 wb)
64 sms_classifier < maiveBayes(sms_train, sms_ran_trainitype) = !
gz names (sms_classifier P kg )
67 sms_classifierStables[1:2) Bllimist @ upase
] z pi St -
69+ M step 4: Evaluating model performance g
0 - ew———— o ety
i : i e Mineng Association Rules and Freguent 164
Console  Terminal =0 Nomsets
WPTIL § on d/naive baye ks Sale Pusswcrd Entry for L, Git, andd S5H 1
trying URL 'https://cran, rstudio. com/bin/windows fcontrib/3. 6/e10711.7 © sttt sy Pro and Post Adsftions 021
3.zip' ] ’ bk Resrmpensntations of Functions Inbodaced 115
content typs applicanion/zip’ Tength 1022345 byves (998 xe) <o R-I00
downloaded 998 kb
baefiden T o harsetd encoding [AE]
package "e1071" successfully unpacked and W05 sums checked B Boost C++ Hesder files 17263
The dewnlcaded binary packages are in broom :I:Nwhu Suativical Analyuis Obyacts into Tiy 054
Cr\usars\NPTEL Studio-01'Appbata'\Localy Temp\ Rompuivewy' downloa -
ded_packages call Call R from R 141
> coliranges Tearndatie Sprvaciboct Coll Ranges 1o fows. 1100

LAE [T Uvirohmest  History  Commctions sl
St 4 e #n | S| Soure # ™ mpotuse s 1t =
56 # applyl vart_ceunts() te colums of train/test data | o it -
57 sms_train < apply(sas_train, 2, convart_counts .
S8 sms_test «- apply(smi_test, 2, comvert_counts O sms_classifier Large naiveSayes (5 elements, 1.7 Wb)
59 Osmscorpus  Large Sisplecarpus (3550 elesents, 75
:? sumsary(sns_train(, 1:5]) 0 sms_corpus_testList of 1390
62 ## step 3: Training a model on the dat O sms_corpus_tra. List of 4169
63 Vibrary(el071) _ ) 0 smi_dta Large DocumentTersMatrix (6 elements,
64 sms_classifier < aniveBayes(sms_train, sms_raw_trainitype) ) sms_dtm_test  Large DocumentTermsatrix (f elements
65 namas(sms_classifier = : e ’
6 -
67 sms_classifieritables(1:} P Pob Pekige  Help  Viewsr A
] % apont
68+ B itep ivaluating model performance
70 sms_test_pred < predict{sms_classifier, sms_test
N
2% [ %ep 1 Traning 2 model on the data £

Console  Terminal -

The dewnloaded birary packages are in :
€:\Usars\WPTEL Studio-01\AppbatatLocal)Tamp' huspyivemy'\downloa

ded_packapes

> # stap 3 Training & mode) on the dama -=--

= Tibrary (21071}

WArning Bessage;

package "el071" was built under & version 3.6.3

> sms classiflar < maivasayes(sms_train, sms_raw_trainStyps)

> names(sms_classifier)

[1] "spriori® | "tables” "avals”™ "{gnusaric” "zall”

>

Now what will I do? I will run a Naive Bayes now, the library is E 1071, there is no such
package, so I have to install the package. So, E 1071 is the package name. I am installing it.
Okay, it has been installed I am calling the library now. It has been called, there is a warning
sign. Well do not care the warning sign probably and the function is Naive Bayes but the
DTM is by x variable and the y variable is the SMS raw train, the raw data, raw training data,

type variable is my basically the y variable.

So, now if I just run this thing, Naive Bayes, it will take some time to train, it is training right

now. It will take some time. Okay, that is trained. And if I just want to see the tables.
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59 : -
60 summary(sms_train(, 1:5] sms_classifiar Large naivesayes (3 elemants, 1.7 Mb)
6l _corpus Large Simplecorpus (5550 elements, 75
82 #i it ira . tha dat .
6 Tibrary(al0l sms_corpus_testList of 1390
64 sms_classifier < naiveBayes(sms_train, sms_raw_trainitype sms_corpus_tra. List of 4169
65 names(sms_classifier sms_dtm Large DocumentTerssatrin (6 elements,
6 i sms_dtm_test  Large DocumentTerséatrix (6 elements,
67 sms_classifieritables[1:2 £ =
68
- (s Tt madd ‘ Pl Pt Packages  Help  Viewsr S
70 sms_test_pred pradict(sms_classifier, sms_test N Lxpent +
71 Vibrary(gsodsls
71 CrossTable(sms_test_pred, sms_ram_testitype,prop.chisq = F
n
Console  Termibeal sl

sms_ran_traindtype [T L]
ham  0.995058252 0.001541748
span 1000000000 0000000000

Sgood

good
sms_ran_trainftype 4o Yas
ham 0.95700416 0.04299584
span 0, 98581560 0,01418440

So, the first two tables, it will create, if there are 4 words, if you remember, there were 4
tables. For Viagra word there was 1 table, and there was Viagra, Unsubscribe, Grocery and so

Money, there were 4 tables.

Here I have taken 1216 words, top words which has at least 5 frequency. So, there will be
1216 these things. And I have taken only first 2. You can you can choose which word you
want to choose. So, if you see carefully, that when there is ham, given it is ham, the
probability of checking occurring is 0.99 and checking occurring is 0.002 and checking not

occurring is 0.998.

And given it is spam, its always is it is 0 and it is 1. Similarly given it is spam, the probability
often is a numerator, so P of n given s, remember. So, given it is spam, the probability of this
occurring is 0.1 and 0.98. So, there is some distance here, 0.01 and 0.04, some distance here

but there is probably very lower distance here.

If the 0.000 and 0.002, so we have to check for different, so if you remember there was a
word called, there was a word called mobile or there was a word called, claim. So, let us find
out what the word thing is? Okay, so I will just quickly find out the position of the word

called claim. So, how will I find out that?
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34 wordelowd(sms_corpus_train, min.freg = 30

35 wordcloud(sms_corgus_crain, min.freq « 30, randos,order = FALSE) Dt z

i1 O sms_classifior Large naivasayes (5 elemants, 1.7 wb)

7 2 0 sms_corpus Large Simplecorpus (5550 elements, 75

38 spam <- subset(sms_raw_train, type == “span”) 0 smi_corpus_tastList of 1190

39 ham < subset(sms_ran_train, Typs == “han’) 5 = ;

a0 0 sms_corpus_tra. List of 4169

41 wordeloudispamitext, max.words = 40, seale = (3, 0.5)) 0 sas_dtn Large DocumentTermsatrix (6 elements,

:.; wordc loud (hanitext, maxwords = 40, scale = i3, 0.5), colors = b o ymy gtm test  Large DocusentTermiatrix (6 elemants,

:: findFreqTerms (sns_dem_train, §) - g Viewsr =8
45 ms_diet <- c(FindPregTerss (sas_dtm_train, 5)) &

47 sms_train < DocumenTTarmMatrix(sms_corpus_train, list(dictionary

48  sms_test <- DocumentTermMatrix(sms_corpus_test, list(dictionary =, JE ATk g
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= argument pat tern witin each semnt of 8 character vector: ihey dfler inthe
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"gl.du greplpattern, X, lgnore.case A

[1000] “wxan” s % . fized = FALSI

[ reached getoption‘max.print”) == omitted 116 anuries |

= Tgrep qgeepl (pattern; ¥ ig
» grap( e lals" sm_dicy) fixed = FALSE,
[1] 187 566

subipatiern, replaceseg
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56 ¢ apply() convert_counts() to coluans of train/test data Osms_classifior Large naivesayes (5 elements, 1.7 Wb}
57 sms_train < apply(sms_train, 2, convert_counts 0 s _corpus Large Simplecarpus (5559 elements, 75
:g $m5._Test < apply(sms_test, I, comvart_counts) © st_corpus_tastLiit of 1990
60  summarysms_train[, 1:51) 0 sms_corpus_tra. List of 4189
6l ! 0 smi_dtn Large DocumentTersMatrix (6 elesents,

:;' ;:ur‘l‘r;\q‘m?],':m ng a model on the data U:u_dtl_tu% Large Mmtnrﬂutrfl FS l!lllilti,
64 sms_classifier <- maiveBayes(sms_train, sms_raw_trainitype)

65 names(sms_classifier) i Lol b =0
% i . ]
:: sms_classifieritablas(1:2] 5 P g Packecoman
iy . T
1 (g lovel RSript
qrep, grepl, regexpr, gregexpr and regexsc saarch fof maiches io
Console  Terminal =T SGument pat tern WTN S8CA slment of 8 ChAFBCIRE ve
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So, find frequent terms or SMS DICT. So claim, wait, grep, grep function is written like this,
grep so the help will tell me that how pattern and then x, okay so grep, then the pattern is
claimed and what I am searching SMS underscore dict. So, if it is 187 okay so 187 and 566.
So, if I just check 566 word, 566 is claimed to claim, so that is not so important word, but

187, 187 is the word called claim.

So, I will just check this particular table whatever I created for 187, word number 187 let us

see, and then you will understand why I am saying this.
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So, if I just write 187, this is the claim word, summary of SMS train, see 187. Oh no, not
sorry, no, no, sorry-sorry, not summary, this one, not summary, this one and if I just write
187 here, you see that for claim, when it is spam, the probability is 0.5, that the claim word

will be there.

Ham is 0.84 and when it is ham the probability is 0 and 1 so there is a huge distance 0.00 and
0.15, 15 % distance is a very high distance. So, that is something that we are trying to find

out here.
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So, now based on these, I will predict with my SMS test as my testing data, I will predict and
then in the testing data, we will try to see that whether prediction is working well or not. So,
let it predict a little bit, it might take for only another Iminute time. So, we are handling
pretty large dataset, 5000 data set, even if it is taking 30 second, 40 second, that is okay, good
enough to deal with. So, let it predict. So, right now it is predicting for the testing data only

and SMS test is around 1390 observations.

But there are 1216 variables that are there. So, based on that, it is predicting, yes, the
predictions has been done and now if I just plot them, okay, so G model’s package is not
there I will quickly do G models. Install the package. Now if I run this you see out of 1390
observations, I am correct 1203 times and 151 times. So, 1303 plus 151 comes up to be how

much? 13547
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So, 1354 /1390, I am correct almost 97 % times on this data set. Okay and then if I just think
about spam detection there was this is actual, this is predicted, so actually there was spam 183
and I am correctly predicting 151 out of them. So, 151 / 183, I am also correct 82 % times in
the spam detection part. So, no correct in the ham detection part, there is correctness spam

detection part but still is giving pretty good result. So that is how we can use Naive Bayes

[1] 0.8251366

algorithm in spam detection.

So, that is all for this particular video, in the next video or probably in the next week, we will
use all whatever we have learnt in further more advance application like sentiment mining

and emotion mining to find out newer insights. So, thank you very much for being with me in
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this particular video and I will see you in the next week. Thank you.



