Marketing Analytics
Prof. Swagato Chatterjee
Vinod Gupta School of Management
Indian Institute of Technology, Kharagpur
Lecture 37: Recommendation Engine and Retail Analytics (Contd.)
Hello everybody, welcome to Marketing Analytics course, this is Dr. Swagato Chatterjee
from VGSOM, IIT Kharagpur who is taking this course and we are in week seven and we are
discussing Recommendation Engine. So, till now we have talked about item to item
collaborative filtering. In this particular video, | will also talk about user to user collaborative

filtering. So, how can | find out whether the two users are similar or not? And how we can

deal with that?
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> setwd("C:/Users/De115/Desktop/week?/Session 2 and 37)
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> setwd("C:/Users/De115/Desktop/week?/Session 2 and 37)
» data.germany <- read.csv(files"sample.csv")
> View(data.germany)



So, we will use the same dataset but there is something called userbasecf.R file. So, I am just
opening that file using the same dataset, and we will here we will create how two users are
similar to each other and based on that, we will probably try to find out that whether certain
movies or in this case certain | would say songs can be recommended to a particular customer

or not.

So, the dataset if you see the dataset is same, so session set, working directory, two source
file location that is the first job that we want to do. And then | will read the dataset which is
same sample.csv file. It is a smaller version of the bigger dataset which has 19 observations
and 13 variables. So, 19 observations of various users and 13 variables are actually 13
columns. Out of them first column is the user column itself. And from then, this column till
the last column, this all these columns are actually whether a particular the movie or a
particular in this case a song has been consumed, has been listened by a user or not. So that is

something that we are trying to do here.

So, now these 0’s and 1’s means 0 means that he has not seen the video and 1 means that he
has seen the video or in this case probably the he has listened to the song and we are going

ahead with that.
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> setwd("C:/Users/De115/Desktop/week?/Session 2 and 3%)
» data.germany <~ read.csv(files"sample.csv")
> View(data.germany)
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Console  Terminal -

> setwd("C:/Users/0e115/Desktop/week?/Session 2 and 3%)

» data.germany <- read.csv(files"sample.csv")

> View(data.germany)

» view(data.germany)

> rowsums(data.germany[,c(2:13)])>0

[1] FALSE TRUE TRUE TRUE TRUE TRUE FALSE TRUE TRUE TRUE TRUE TRUE
[13) TRUE TRUE TRUE FALSE TRUE TRUE FALSE
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So, the first things first is we will check only for such kind of cases whether rowSums, you
will see that rowSum of data Germany 2 to 13 has to be > 0. So, what is rowSum? rowSum
means that by chance, if there is a dataset, where rowSum means the summation of these
rows, so, row wise summation, each row, you take each row one at a time and take a

summation of the values.

Now, if all the values are zero then this guy has not seen any of the movies in this particular
list. If one user has not listened to or not listened any songs or listened to any movies in a
particular list, then even if you get similarity matrix and blah, blah, blah, whatever you do not
have any historical data for that person, and if you do not have historical data and in this
context, we do not also have the demographic data of the person. So, if | have no data about

that person, | cannot recommend him anything.



So, the first small job that we are doing here, which was not the case in the previous thing, we
are doing column wise so, we have to check probably that column wise if the sum is zero,
then that particular movie is not seen by anybody. So, similarity of that movie with any
movie is zero. So, we could have dropped that movie so, that is one way. So, that is the
problem of collaborative filtering as we discussed in the first video in this week. That
collaborative filtering will not work when the data is new, when the user is new or the movie
or whichever the product ID is new, if the product is new or the user is new, you will not get
historical data of that person and user based collaborative filtering or item based collaborative
filtering actually relies on your historical data. If historical data is absent for you, then you

cannot use that in a collaborative filtering.

So, now here we are saying that rowSums >0 zero for whom? So, if | just copy that part, the
part that | have highlighted and then paste it here and press, see there are some guys who are
false. So for example, for the first row or the 13, 14, 15, 16 row or these guys so, say some
people in this dataset who has not seen any movie or not listened to any music in this
particular case. So that means that | have to drop them, before | go ahead with doing any kind
of modeling, so that is why | am saying that if by chance they are true they only you take
those row so see, | am doing yourself sub setting here, if you see that data. Germany, what did
| write here? Data.Germany, this is what | have written there, data.Germany and then the

third bracket, that is what | have written there, this is the third bracket.
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And in the third bracket means that subset of data.Germany then | have written a , , means

some rows, some columns, nothing written after , that means all the columns, right and what
is written before the row? In the rows, this is what it is written in the rows. So, wherever
these value, the highlighted value is coming true, you are getting your result, wherever it is

false, that particular guy is being dropped.

So given that if | just run this now, | got 15 observations from 19 observations it got dropped
to 15 observations. So, that is fine. So, after that | can do my mathematics. So then what | am
doing is | am trying to find out correlation, you can also find out cosine or whatever
measurement that you want to take for, correlation is the easiest one and we understand that
in marketing, but in the real world, cosine is the most prominently used matrix for finding out
the similarity between two groups or in this case two vectors. So correlation of T of germany

transpose, why I have taken transpose? Because now | am taking row wise.
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So, if you remember, if | have, this is my data set. And if |1 have n number of users and m

number of products, so these are 01, 01, 01 rows, earlier 1 was doing column wise, there |
was doing like this column wise. Now, itis0 1row,s00,0,1,1,0,0,1then0,1,1,0,1,1,0
or so on something like that, so, this guy and this guy the user one and user two are similar, if
user one and user two are similar, if their purchase behavior is similar, now you can measure,

check this is 0 1 column, right, row means vector, 0 1 vector.

So the similarity can be measured by various ways, it can be measured by correlation, it can
be measured by cosine, it can be also measured by let us say Standardized Euclidean
distance, Euclidean distance. So, all this is applicable so, which ever you want to do, you can

do it. So, here what | am doing is | am doing coordination.
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So, | am doing transposition, datmrst column you drop, first column
gets dropped, that means this particular column gets dropped, then whatever this guy had, 1
am taking a transpose of that. So, that looks like, that looks like if I just copy this paste it
here, that looks like this. So, the column, the movie names came here, and this is the
customer guys. And these are his purchase behavior, his purchase behavior, third guy’s
purchase behavior and so on. So, for this and this if | take 0, 0, 1, 1, 0, 0, 0, 1, 1, 0 and so on,
and then 0, 0, 0, 0, 0, 0 and so on for the third person that means the second guy in this case.
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If | take a correlation between that, that will give me the similarity between these people. So,
if I just try to find out correlation using the function called COR C, O, R which is available in
the base package, so, COR will be the correlation function, the syntax is COR and it is saying
that okay, if you give the whole dataset in COR, you can give x whichever, x is what? x is a
numeric vector, matrix or data frame. If it is a numeric matrix or data frame, it will find out
each column and take the correlation of those columns. If it is a vector, then you have to give
another vector. So, you can do that and | am running this and saving the result in a so, if I run
this a looks like this.

So, this is basically the values that you are seeing here or basically correlation values with 2
and 2 the correlation between 2 and 2is 1, 3and 3is1,4and 4is 1, 5and 5is 1 and so on.
And all the off-diagonal elements are basically mirror image over the diagonal that means, if
this is 1.13487, this is also 1.81- 0.183483997 actually this is also 3997 and if it is 0.4 this is

also 0.4 and so on. So, those kind of values you will get.

Now, | am converting this a to a data frame because that helps me in doing further some,
some amount of analysis and some extra advantage data frame has over matrices, we have
discussed about that in a different class. So, that is something that we are doing, we are
changing it to a data frame. Now, after changing it to a data frame, what | am doing is, | am
actually putting the column names also. So, see here the user names are not coming properly,
it is two, three, these are not exactly the user IDs, these are actually the serial numbers of that

particular column.

So second column, third column, first column got dropped, then second column, third column

etcetera that 2, 3, 4 has come.
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So, | am saying columns name of a is datadollar. Germany dollar user, data.Germany dollar

user is actual user IDs of those people, user id number 33, 42, 51, 62 and etcetera. So, that
should come into the column name and also in the row name. So, if I run these two lines,
first, the column names gets changed, then when | write row names =column names then the

row names also get changed.

So, that is what we will get here. So, now you see it is 33, 42, 53, 62 and so on and here also
33, 42,53, 62 and so on so, that is what | am getting here, in this particular case. So whatever
it is just to make sure that | can visualize it properly, | can see it properly. And | can
understand that. So, what did | get till now? | got, instead of previous one while we are doing

item to item collaborative filtering, and | was getting a similarity matrix for one item over



another item, here I am getting similarity matrix for the user, one user towards other users.

And then I will have to find out who are the top five users.
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data.germany <- read.csv(file="sample.csv" T —
data, germany-data,gernany rowsuns (data,germany[,c(2:13)])50, B
ta
Ja 15 obs. of 15 variables

ascor(t(data.germany(,-1]
) data.germa. 15 obs. of 13 variables

asas,data, frame(a

colnames (a)=data.germanySuser
9 ronames (a)=colnames(a

11 wela-min(a))/(max(a) -ninta))
14 redata,germany

15 rarer
16 rSuser-data.germanySuser
7

Console  Termieul

> View(a)
> a=(a-min(a))/(max(a)-nin(a))
> min(a)

ERICECL (@ 4l v
So | am maximizing, | am putting a normalization, if you remember the normalization that

we did before is normalized x Norm(x)=x-min(x)/max(x)-min(x) what does it do? It actually
binds the normalized x x 0 and 1, so the minimum value comes to be 0 and the maximum
value comes to be 1. So, that is what is also happening here, this is something that we are
trying to do. So, if you check here, | am doing is a = -min of a and now it is a matrix. So, it

will find out the minimum of a in the whole matrix by max(a)-min(a).



So, the maximum entry in this currently in this is a 0 and minimum entry is 0 and maximum

entry is 1 and that is how it has changed the whole a column.
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Ja 15 obs. of 15 variables
) data.germa. 15 obs. of 13 variables

> vien(a)
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0. - - - Adding » K rcject (honey «
O userbusedcth o Enviroament  History  Commections P
Sourceonswe | Q /e Sl M Ssoure v #H Pmoxtovaet e f e
5 o recramedt »
6 anas data.fram(a " vzcose
Data
8 colnames(a)=data.germany’user Ja 15 obs. of 15 variables
g o colnanes (a 0 data.gerna 15 obs. of 13 variables
11 ax(aemin(a))/(max(a)-wina or 15 obs. of 13 variables
I
13 =
14 redata,germany
15 rerer -

16 riuser-data.gernanySuser

19 for(i in 1:15
20 for(j in 1:12
21 1f(data.germany({,(§+1)] =1

Console  Terminal

> View(a)
> radata.germany
> rer-r

_ SR (@ 4 v i _
So, if you see this, you will see that all the values have changed, there is no negative value

anymore. So, no negative value means that we have to track that in a similar way. Fair
enough. So now, the next step is to create the | would say the movies importance value or
something like that. So, I am creating a recommendation matrix called r, r=data.germany
why? Because then the dimensions remain same. And then r=r-1 means whatever entry there
was in r you actually remove them, all of them and then r$user=data.germany$user that

means basically, it looks like this:
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radata. germany
rar-r

rSusersdata.germanySuser

>
>

>

» vien(r)
>

> vien(r)
>

T G e P e b Ty P T ey
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O sehoredct
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14 r=data.germany
15 rerer
16 rSuser-data,gersanySuser
7
18
19 for(i in 1:28)
20 for(j in 1:12)
2 if (data.germany (i, (j+
2
3 kesort(al,i],decreasing=Taue)[2:6)
2 1=order(-a[,1))[2:6)
25 heas.nuneric(data.germany(1,(j<1)])
26
rid r1,(3+1)J=sunth’k) /sun(k)
28 )
29
30 recosmatrix(0,nrow=15,nc01=5)

op Leved) ©

rusersdata.germanySuser

>
>

>

» Vien(r)
>

> vien(r)
>

L
T G e P Ty P T oy
0. & »
O usebasedcth
Sourceonsme X /o
14 r=data.gernany
15 rerer
16 riuser=data,gersanySuser
17
18
19 for(i in 1:1%)
20 for(j in 1:12)
2. if(datacgermany[i, (Ge1)1 1= {
2
23 kesort(al,i],decreasing=1aue) [2:6]
24 1eorder(-a[,1))[2:6)
25 heas.nuneric(data.germany[1,(j+1)])
26
27 r1,(3+1) ) =sun(h’k) /sum(k)
2 )
2
30 recosmatrix(0,nrow=15,mcol=5)
AR (oplewd 3
Console  Termisal
€Ol Doktc 43

> jul

> data,germany (1, (j+1)] tel
[1) ot

> ju2

> data,germany (i, (j+1)] 1=l
(1) True

> Jel

> dm.qomny[\.(j?)]hl
(1] Thue

>
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slsnismorisette  abe T Gl [nivonmert +
0 o) Data
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& humenc.

Noe) »
[ Emireament  History Conmections -0
* Source * 2 Pepctovne s f Uit =

T} et mercrameet »

Data

Da 15 obs. of 15 variables
Odata.germa_ 15 obs. of 13 variables
or 15 obs. of 13 variables

Fles  Pobs  Packages  Melp  Viewsr
o)
R Cenelaion Variance and Covirlance (Mutices) *
cOE (X, ¥

netho

s “spearmat
RScript 2 L

covicor (V)

Arguments

LI ) .
(" Emiroament  History  Conmections m
# Source + * 4 Peoctovmete o Ut
) Gt [ivecrement +
e
Oa 15 obs. of 15 variables
Odata,gersa. 15 obs. of 13 variables
or 15 obs. of 13 varfables
values
i 1
i 1
Fles  Pots  Package  Help  Viewsr Ta)
]

R Cornnlation Variance nd Covirtance (Matrices) *

cor(x, y = W
nethod
RSept 3 b
covacot (V)
P

Arguments



So, all these values are zero, the column names are similar to data . Germany, the first
column is absolutely same to data . Germany which is user. Now, what | will do is, I will find
out how much is the, for each user let us say user number 33, how much is his probability or
propensity or attractiveness towards a perfect circle? Then how much is for a b b a, how
much is for ac . dc and so on, | will populate all those and then I will sort them up each row at

a time.

So, I will first populate so, if you think that, okay, 33 should see 10 movies, these are the
various 10 movies at various levels of attractiveness, these movies are something that user
number 33 should see, then those are the movies where some values will come in this
particular matrix. And then when | pick up the only the row of 33 and then sort from highest
to lowest, | get which movie has the highest one, which movie is the lowest one, this part is

similar to the previous one but remember there were small tweaks in the presentation.

So, what I am doing is carefully you see, for i=1:15, why 1 to 15? Because there are 15 users
at this moment, and for j =j=1:12, why 12? Because there are 12 movies at this moment and
in this r also you will see that there, if 1 remove the first column, this is actually 15 x 12
matrix. So, | will populate that so, for i = 1 : 15 and for j = 1 : 12, if the same thing
if(data.germany[l,(j+1)], his historical purchase data. So, whether ith customer has seen jth

movie, why j + 1? Because first column in data . Germany is the user column.

So, j + 1th column is actually talking about the jth movie. So, i, j + 1 that means ith row, j +
1th column, what is the value there in data . Germany? If that value is 1, that means ith
person has already seen j + 1th movie, then | will not recommend him, then corresponding
value will remain 0 in my r matrix or in this call r data frame, it will not change, exactly what
happened in the previous video, but by chance if if(data.germany[l,(j+1)])!=1, then the rest of

the part comes into the picture, what do | do?

| find out that what is the historical purchase data of this person, of ith person and then | see
that okay, so carefully see, so we do not do that, why? We see that what is the purchase data
of a, means the person who is closest to the ith person, so carefully see, let us say i=1,j=1, |
am just assuming so, then data . Germany, if it is 1 of O, I will say so this is true. So, then that
will not work. So let us j = 2 then =1, okay, it is =1, sorry. So, j = 1 is what we will try,

sorry. So, this is what? So, it is true that means it comes into the loop, i = 1, j = 1 currently.
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14 r=data.gernany

15 rerer

16 riuser=data,gersanySuser
7

18

19 for(i in 1:1%)

20 for(j in 1:12)
2. if (data.germany (i, (j+1)]/=1){

2
2 k-port(al,i],decraasing:1nie)[2:6]
1rorder( 2:6)

.oérnnyil.:j-l\]‘r

25 heas. nuneri

Frd : r(1,(3+1) ]osunch*k) /sum(k)

30 recosmatrix(0,nrow=15,ncol=5)

op Leved) 3

Console  Termioal
> al,i)
[1] 1.0000000 0.2434400 0.6000000 0.2434400 0.7549704 0.2434400 0.1225148
(8] 0.2434400 02434400 0.7827999 0.2000000 0.1225148 0.2000000 0, 1612007
[15] 0.2434400
> sort(a[,i],decreasing=TRUE)
(1] 1.0000000 0.7827999 0.7549704 0,6000000 0.2434400 0.2434400 0.2434400
(8] 0.2434400 0.2434400 0.2434400 0.2000000 0.2000000 0.1612007 0.1225148
[15] 0.1225248

; I

(7 91 g R R

RScrpt &

=

K drcject ohoney +

Emirooment  History  Connections o)
2 Pepctovae s Ut e
1) Gk {vecnmnt »
e
Da 15 obs. of 15 variables
Odata,germa. 15 obs. of 13 variables
or 15 obs. of 13 variables
values
i 1
j 1
Fles  Pots  Packages  Melp  Viewsr =l
]
R Corretation, Variance and Covarlance (Matrices) *
cor(x, y » N b
nethod dall®, "spearmar
covicor (V)

Arguments

[IE=N
Tl G e P e Ty e Tel ey
0.0 - » - Addng + B ivcject vone) »
O userbusedcth [ Enviroament  History  Commections =l
oueonsme | X /o SR M B oue - 2 Peoctove s it »
14 rzdata.germany ) e fmvecrement »
15 rerer Ve
5 Wit e 0a 15 obs. of 15 variables
18 Odata.germa. 15 obs. of 13 variables
19 fo;w\' in 1:1%) or 15 obs. of 13 variables
20 or(j in 1:12)
- ifdata.gersany(i, (o)) 1< -
2 X
3 kesort(al,i],decreasing:Taue)[2:6] i 1
2% 1-ordar(-a[,i))[2:6] e -
25 hsas.nuneric (data.germany(1, (j+1)1) el L) o bl
% { : ]
;; ; rli, (Gs0)]=sum(h'k) /sum(k) R Cersetaion Variance and Covirlance (Matrcey) >
29 A COF (X, ¥
30 recosmatrix(0,nrom=15,nco=5) . nethod
M1 (opleved ¢ RSanpt ¢
covicor (V)
Console  Termioul =T
T d 3 Arguments

[1) 1,0000000 0,2434400 0.6000000 0,2434400 0,7549704 0,2434400 0,1225148
(8) 0,2434400 0.2434400 0.7627999 0,2000000 0,1225148 0,2000000 0,1612007
[15] 0,2434400
> sort(al,1],decreasing=TRut)
(1) 1,0000000 0,7827999 0.7549704 0,6000000 0.2434400 0.2434400 0, 2434400
(8) 0,2434400 0,2434400 0.2434400 0,2000000 0,2000000 0.1612007 0,1225148
[15) 0,1225148
> sort(al,1],decreasing=Tau)(2:6)
1 0.7027991 0,7549704 0,6000000 0,2434400 0, 2434400

>

X



0 usertsedcth [ Eniroamest  History Conmections e

ourceonSae |
14 r=data.germany ) Giow finvecrerent »
15 rerer )
16 riuser-data,gersanySusaer a 15 obs. of 15 variables
18 data.germa. 15 obs. of 13 variables

19 for(i in 1:18 r 15 obs. of 13 variables
20 for(j in 1112
)

values
if (data.germany (i, (j<1 1

1
3 kesort(al,i],decreasing=Taue)[2:6 i 1
4 1-order(-al,i1)[2:6)

25 h=as.nuneric(data.germany (1, (j<1
6
(]

r1,(3+1) J=sum(h'k) /sun(k

30 recosmatrix(0,nrow=15,ncol=5

Console  Terminal -

» af,i)
{1] 1,0000000 02434400 0.6000000 0.2434400 0.7549704 0.2434400 0.1225148
(8] 0.2434400 0.2434400 JNEREEEE 0.2000000 0.1225148 0.2000000 0.1612007
[15] 0.2434400
» sort(a[,i],decreasingsTRUE)

[1] 1.0000000 0.7827999 07549704 0.6000000 0.2434400 0.2434400 0.2434400

{8] 02434400 0.2434400 0.2434400 0.2000000 0.2000000 0.1612007 0.1225148

[15] 0.1225148

» sort(a[,i],decreasing=TRUE)[2:6]

[1] 0.7827999 0.7549704 0.6000000 0.2434400 0.2434400

ISR 0l v
If i =1, j =1, what is a, i? That means a is ith column. This is the correlation values, i =1, that

is why his correlation with himself is the highest, no issues in that and then these are the other

correlations that this person has. Fair enough.

Now, if | sort this in decreasing order, that means from highest to lowest, | get this 1 comes at
the top and then other values. Now, | will not take 1 because this is corresponding to himself,
I will take 2 , 6, the next 5 based so, these are the top five similarity scores for ith customer
with its neighbors, that means with his most similar customers so, these are my similarity
score with me and my more similar customers. Let us say there are five professors who are
most similar to me in terms of publishing certain papers in certain journals, whatever |

publish, they also publish.

So, there are five such professors who find who are matching my interest level, my journal
publication history, blah blah blah. So, they are most closest and this scores are those
closeness score. Now, what is next? | will actually find out their order also. So, I will find out
who they are. So, these are the purchase, this is the basically a , i to , ¢, that means this is
actually their corresponding column numbers. So, the closest is 10, see here it is written if it

is 8th, 9th, this is the 10, this original, original matrix of a i, original matrix of a i.
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> sort(a[,1],decreasing=Taut) ’

(1) 1,0000000 0,7827999 0.7549704 0,6000000 0,2434400 0,2434400 0, 2434400 M
(8] 0,2434400 0.2434400 0,2434400 0,2000000 0.2000000 0,1612007 0.1225148
[15] 0.1225148

J[2:6)
mws 3
> vien(a)
>

T -

0.0 - » - AdGnG + K irciect (hone)
0 userbsedct " Emircemest History Conmections al)
Saueonsme |} /o *hn | M R v 2 Ppctowme s Ut =
14 r=data.germany ") Gl frvecomert
15 rerer vae
ig riuser-data,gersanySuser Oa 15 obs. of 15 variables
18 Odata.gersa. 15 obs, of 13 variables
19 fo;n’ in 1:1%) or 15 obs. of 13 varfables
20 or(j in 1:12) 1
- if(data germany(i, (j31)]1s1)1 M ;
2 ¥
] %”"“:"{’aa’:‘[;‘::‘“"“‘“"""’ { 3 X
4 sorder(-al, g =
2 h-as.nuneric(data.germany(1, (j«1)1) Flos  Pobs  Puckige  Nelp  Viewsr |
26 § 3 )
i; y rli,(G+D)]=sum(h*k) /sum(k) R Certeation Variance dnd Covirtance (Matrces) *
29 ) S 3
30 recosmatrix(0,nron=15,nc0l=5) | ;AR o BT
T (oplewd ¢ RSt 3 C
covacor (V)
Console  Termisul =
/Uy /Doskteny Weak 1/ Session 2 and 3, Arguments
(8] 0,2434400 0,2434400 0.2434400 0,2000000 0,2000000 0.1612007 0,1225148 .
(15) 0.1225248 X
> sort(a(,1],decreasingsTRut) [2:6)
(1) 0.7827999 0,7549704 0,6000000 0,2434400 0,2434400 ¥
> order(-al,i])(2:6)
1105324
> view(a) A
> kesort(a(,1),decreasing=TRue)(2:6) 1 y
> 1sorder(-a[,i))[2:6) uoe
>
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0.0 A - Addns + & tvgiect tvune) +
0 usertedcth [ Emiroament History Commections ol
snceonsme | X /e i | 4 S oue - 2 Prpctonnet s it »
14 r=data.germany " Gl frvieonment »
15 rerer e
ig riuser=data,germany Suser Da 15 obs. of 15 variables
18 Odata.germa. 15 obs. of 13 variables
19 for(i in 1:1%) or 15 obs. of 13 variables
20 for(j in 1:12) 1
21 if (data.germany (i, (j+1)]/=1){ vniuu 1
2 X
3 kesort(al, i), decreasing=Taut) [2:6) 4 3 i
U Teorder(-a[ 2:6) =
2 s, numeric (data. germany (1, (§+1)1) o "','\ e e e =0
6 X
g; ; i, (3+1)]ssumh'k) /sun(k) R Corretason, Viriance i Coviriance (Marices) =
29 . .
; A cor(x, y * WULL, use » 9"
30 recosmatrix(0,nrow=15,nc0l=5) > method = o{"pearson”, "kendall®, "spearmar
%9 (hplewd 3 RSenpt 3 q
covacor (V)
Console  Termeul =
CAlsary/ DM Dotk Arguments
> sort(al,1],decreasing=Taut)[2:6) .
(1] 0.762799% 0,7549704 0,6000000 0.2434400 0,2434400 X

> order(-a[,i])[2:6)

(Mw s 324

> vien(a)

> kesort(a[,i),decreasing=Taue) (2:6]
> 1sorder(-a[,1))(2:6)

> as.numeric(data.garmany(1, (Jl+1)))
(mooio00

>

RN el v



If I just check this first column, that 10th column is 782779 which is the highest, that value is
coming here and corresponding | would say position is coming here. Similarly, the second
best is fifth column, 0.7549 that value is coming here and correspondingly the position is
coming here. So, that these are the positions and these are the similarity matrices. So, | is the
position and then what is h? Now, this is something which you have to understand, what is h?
h is the historical purchase data of this Ith person, | persons. So, I will say what is h? If | just
copy this, this part and paste it here | is basically which are the movies that these people have

seen.
So, these five [l,(j+1)], that whether these guys have seen this j + 1th movie or not.
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So, understand carefully what I am trying to do. I am finding out the first step, who are closer
to me, that is my first question, that comes in the a data frame, fair enough. Then I check that,
ith customer jth movie whether he has already seen, if he has already seen, no
recommendation, if he has not seen then further analysis, what is the further analysis? Check
costumers close to i have seen the movie or not, movie j or not so, whether customers close to
i have seen movie j or not. So, that is my next question. So, whether customers who are close

to me have seen this particular movie or not.

So, if they have seen this movie, then | will see this movie. If none of them have seen the
movie then | will not see the movie. So, let us say who also this question, if | have to answer
this question then first | have to find out who are the customers close to me, let us say
customer Iy, I’2, I’3, I’40r I’s these are the customers who are closest to me. So in the case of
customer number one, in the case of customer number one, the closest customer if you
remember are customer number ten, then customer number five, then customer number ten,

five, three, two, four.
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15 rerer e
}? riuser-data,germany Suser Da 15 obs. of 15 variables
18 Odata.gersa. 15 obs. of 13 variables
19 for(i in 1:1%) or 15 obs. of 13 variables
20 for(j in 1:12) values
- if (data.germany (i, (j+1)]1=1){ i 1
2 i
2 kesort(al,i) ﬁ':ruuw Tue) (2:6) {d J 1
% 1eorder(-a[,1))[2:6) =
2 b e AER, Ge MR LTSI B | I W =0
26 0
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2
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covacor (V)

Console  Termiul all

ey Doll) /a1 Week ) S Arguments
> ior((a[ i], docrmmqsnui)[l 6) ’
(1] 0.7627999 0.7549704 06000000 0.2434400 0, 2434400
> order(-a[,i])[2:6)
(110 5324
> vies(a)
> kziorl(l[.i].kuusiwﬂlul)(?:b]
> 1=order(-a[,i))[2:
> a8, nwr\((dau wmny(l GG+1)))
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14 r=data.germany 2 G {reecnameet »
15 rarer v
}g riuser-data,gersanySuser Ja 15 obs. of 15 variables
lé ) data,gerna. 15 obs. of 13 variables
19 for(i in 1:18 s 15 obs. of 13 variables
20 for(j in 1:12 values
21-  if(data.germany[d,(§+1)] 151 § i
2 i
23 kesort(al,i],decreasingsTue)[2:6 J 1
U 1sordar(-a(,1))[2:6 -
25 h-as.nuneric (data.germany(1, (j¢1)1)| -
26
a7 r(1,(3«1)]=sumh’k) /sun(k
28
28

30 reco=matrix(0,nrow=15,ncol=5
Consol  Terminal -

(8] 0.2434400 0.2434400 0,2434400 0,2000000 0.2000000 0.1612007 0,1225148
(15] 01225148

> sort(a,i],decreasing=TRut)(2:6,
(1) 0.7827999 0,7549704 0,6000000
> order(-a(,i])[2:6)

(110 5 3 2 4

> vien(a)

> kesort(a[,1),decreasings

Ysordar(-a[,i])(2:4

> as.numeric(data, germany[)]

i
0.2434400 0,2434400
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So these are if I am checking for customer number one, ten, five, three, two, four, these are

the customers who are closest to me. Now, | have to check whether they have seen the jth
movie or not, jth movie means the first movie. If they have seen the jth movie, then | will do
something, if none of them seen the movie then there is no recommendation. So, let us say,
that is what | find out the 10th person has not seen, this person has not seen, this person has

not seen, this person has seen, this person has not seen, this person has not seen, how will 1
get this data?

| will get this data from my data . Germany, see data . Germany I, | is the IDs, customer IDs, |
row number, and j + 1 column number, why j + 1? Because first column was the user 1Ds. So,

I, j+ 1thatis giving me the sale values, while the column number is j + 1 and row number is



I, now | has five entries so, all those five sale values will be given and | am changing into

numeric value.

So, what is the numeric value? That numeric value is 0, 0, 1, 0, 0. That means that 10th guy
has seen it, 5" guy has not seen it, 3 guy has seen it, 2", 4" 10", 5" nobody else have seen
and then what I am trying to calculate? I am trying to calculate the recommendation matrix,
how strong strongly I should recommend? | should strongly recommend if see, 0.78, 0.75, 0.6
this is 0.78, this is 0.75, this is 0.6 and then come 0.24, 0.24 okay, 0.24, 0.24. So basically, |
am trying to say that whether | should be recommended this particular movie or not will
depend on the multiplication of this historical data and the, the k, which is the weightages. So

this is my actual observation, this is the weightages so, create a weighted average.

So, this x this, this x this /3 all of these things. So, what | am getting basically, | am getting 1
x 0.6 at the top, and then summation of all these things in the numerator, by chance think
about a situation, by chance if instead of this one person, let us say two persons have seen the
movie, by chance two persons have seen the movie, how will you deal with that kind of a

situation? Wait a minute, let me just delete this.

(Refer Slide Time: 27:14)
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0 userturedcti [ Emioamest  History  Cosmections =l
Sorceonswe | R} /o *hn | M Ssouce o 4 # impeet Outaiet + Uit =
14 r=data.germany ) Gt (rvveonmert
15 rer-r a 15 obs, of 15 variables
16 rSuser-data,gersanySuser
17 ) data.gerna. 15 obs. of 13 varfables
18 |' ; r 15 obs. of 13 variables
19 ford in 1:15) values
0 [ferGindan h on (135100100
2 if(data.germany[i, (j+1)]/=1){ 5 A
2 i 15
23 kesort(al,1],decreasing:1hue)(2:6] i 12L
u 1-order(-a(,1))(2:6) , =
25 h as.nuric'td-u.wrunyﬂ&i-l:]/ o "’:\ o L =
26 i
ri rli,(340) Josumth'k) ‘sum(k) R Coomion \ariiace iad Covertance Macat >
2% | L Certetation Variance nd Coviriance (Matricen)
2

30 recosmatrix(0,nrow=15,ncol=5
Console Termioal B Yo

+ for(j in 1:02)
if (data.gormany[i, (§+1)] 1=1){

kesort(af,1],decreasing=Trut) (2:6)
Teorder(-a[,1))(2:6)
heas . numaric(data,germany[1,(j+1)])

(1, (G+1)]=sunh k) /sun(k)
}

I
T . Ty P T
0. - - Addng »
O usesburedcth ' o[ Enviroament  History  Conmections =m0
Filter 4 * mpeet Doaset « Ut *
“usr  aperfectdrde  abbs  acdc  sdamgren  aeownith  af r slanimortsatte T Gl (rvecnamert «
3 ; oo D8 15 obs, of 15 varables
Y . - O data.gerna. 15 obs. of 13 varfables
- or 15 obs. of 13 variables
N s N values
s W 000 h mnm (1500100
‘ " 0 i 15
) i 12
L " 00
LA o TR Ps Pedagm e Viewsr =
N
0w o 0
R Cerretaion Var
1 o
Consol  Termiol )

Vrak Arguments
if(data,germany[i, (j+1)]1=1){

& fumeric vector,
kesort(al,1],decreasing=TRue)(2:6)
Tsorder(-a[,1))(2:6)

heas . numaric(data,germany[1,(j+1)])

(1, (j+1)]=sun(h k) /sun(k)
}

> vien(r)

TR RSN D ]
So, by chance, let us say, instead of this particular person, by chance, if this person was 1,

that means that your closest friend, your closest user has seen the movie, obviously that
should increase. On the other hand, let us say instead of this person seen the movie, this 1 x
0.78, what would have been the case if this is this was 0 but let us say this was 1, this was 1,
this was 1? Then more people probably your closest person has not seen, but more number of
people who are similar to you have seen, so that is why the numerator would have been 0.6 +
0.24 + 0.24.

So, that numerator is basically the measurement of the how strongly we should recommend
and that is coming up from this particular thing. r [i , j + 1] is basically sum of h x k. h stands
for the historical purchase history of users who were close to you. k is basically the similarity



score by sum of k so, this is where I run for the whole thing. It is quick, it has given me some

scores, zeroes mean either nobody who is close to me has seen these movies.

Remember in the item to item, whether | have seen Shahrukh Khan’s others movies, let us
say you are trying to recommend me, you are deciding whether you should recommend Main
Hoon Na to me, and you were checking that whether | have seen Main Hoon Na, if | have
seen Main Hoon Na, no recommendation. If | have not seen Main Hoon Na then whether |
have seen other movies which are close to Main Hoon Na, here story is different.

Here if | have not seen Main Hoon Na then you will see that whether other users who are
close to me have seen Main Hoon Na so, that is what you are saying, all the zeros means no
other users which are close to me, who are similar to me have seen Main Hoon Na, that is
why it is coming zero or | have already seen that particular movie, that is why it is coming

zero. Otherwise there is some score coming and those scores what will | do?

(Refer Slide Time: 29:29)
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2 "’;0: ;"”“ }51, 2 15 obs. of 15 variables
21+ if dun.qolrmn)‘ 1,(j+1)]!s1 data.gersa 15 obs. of 13 varfables
r 15 obs. of 13 variables
:3 I; sort(al,i .nseu‘l.\smo e (2:6 reco num (1:15, 1:5) 000000
24 order(-al,i])[2:6 values
25 heas.nuneric(data.gernany[1, (j«1 2
% h e [1:5] 00100
2 r[1,(3+1) ) =sum(h'k) /sun(k i 15
2
;g e Pots  Puckages  Nelp  Viewsr al)
30 reco-matrix(0,nrow=15,ncol=$ o)
31 pecoras.data. frame(reco) Covriance (atrces) >
32 rownanes (reco)sriuser A —
33 colnames(reco)sc("Recol”,"Reco2”, “Recod”, "Recod”, "Reco$ £ (s severything®
34 "
) nethod 5 ¢ "kendall®, *spearma
Console Termil - |tk
" Arguments
+ kesort(al,1],decreasingsThye) (2:6] x 8 HUMEre vector,
¥ 1sorder(-a[,1))(2:6) ‘ |
+ heas nuneric (data, germany (1, (+1)]) ¥ NULL (default) or ORp SR (4 frame
N With compatitie dimég * \ ouk i
ri,(3+2) ) =sun(h k) /sun(k) oquivalent 1o y
> view(r)

> recosmatrix(0,nron=15,ncol=$)
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0. Add:
O | inerbaredct reo B [ Enviooment  History  Conmections -0
Fiter 2 * ot Dt + gt =
Mol Rmol  Rao)  Bol  Rod ) Gt wecermet »
8 ¢ Ja 15 obs, ot 15 variables
a6 7 X 2 O data.gersa. 15 obs. of 13 vardables
X ‘ - or 15 obs. of 13 variables
e X ¢ v ) 0 reco 15 obs. of § variables
Q¢ 0 ) 0 0 values
0 0 h nun (1:5)00100
W { 15
W e Pots  Puckages  Melp  Viewsr =

250 0 0 0
w 0
Console  Termisul Ay £V
Arguments
r[i,(G+1) ) =sun(h*k) /sun(k) ¢ 2 fumeric vector
> vien(r) NULL (defaut) or o

With compatiie

> recosmatrix(0,nrowe15,ncol=$)
oquivlent 1o

> recoras, data.frame(reco)
> rownames(reco)sriuser S
> colnames(reco)sc("Recol”, "Recol"  "Reco3”, "Recod" , "Recos") o
> vien(reco)

e
o . Ty Poe T oy
0.0 - - AdSnG » K trcjext (hore)
O | userbwedcth ' o[ Emireamest  History Coamections P
W # 4 Pepctovaets f e
“usr  aperfectcrde  abbe acdc  adamgren  seowmith o e alanismorissette T Glob [nveonement +
2 ) Q2B QONISIAL (I8NA6 00000000 000000 0000000 000000 L 15 obs, ot 15 variables
3 p ) data.gerna. 15 obs. of 13 variables
2 X
or 15 obs. of 13 variables
4 o MY Oreco 15 obs. of § variables
s W o0 | values
3 N h nun (1:5)00100
— { 15
Ut )00
LA o R8PS Pedagm e | Viewsr =
D
0w
1
Consol  Termisul =l

adam,green aeroswith afi air alanis,morissette all,that,remains amon.amarth
0 0
abba alicia,keys a.perfect,circle ac.dc alexisonfire user
2 0,09275141 0.09275141 0,2286019 0,2876461  0.2876461 33
> sort(r(1,2:13))
adan,green aerosmith afi air alanis,morissette all,that,remains amon,amarth
0 0 0 0 0 0 0

boa alicia. 4.0 ac.de alaxisonfire
2 0,09275141 009275241 0,2286019 0,2876461  0,2876461
>

Simple, those score is something is as usual, | will find out the row names, column names and

so | am creating a Reco matrix, which is all my usernames and Reco 1, Reco 2, Reco 3, Reco
4, Reco 5, just five column names. And here | will populate, what will | populate? I will
populate the column names, | will pick up one particular so, from this r column if I am doing

it for the first column let us say.

So, r, 1, sorry 1 ,, this is what it looks like. Fair enough. Now, if I sort it up, this is how it
looks like, the lower is zero, the higher is this number. If | sort it up not everything, but let us
say r has 13 variable so 2 to 13 then the user, this one is vanished, this user one is vanished,
last column. So, | get these are basically the recommendation scores. So which one | will
recommend? These five basically | will recommend, the last five. So what | have done, | am

doing an order, instead of sorting up | am doing an order.



(Refer Slide Tlme 30:54)
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3 5 ol O data.gerna. 15 obs, of 13 varfables

- - or 15 obs. of 13 variables
d L M2 Oreco 15 obs. of § variables
) 0 000 values
. 0 h mn (1:5) 00100
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Console  Termial -

abba alicia keys a.perfect.circle ac.de alexisonfire user
2 0,0927541 009275241 0,2286019 0,2676461  0.2876461 33
> sore(r(1,2:13))
adan.green aerosmith afi air alanis,morissette all, that,remains amon,amarth
0 0

abba alicia keys a.perfect.circle ac.de alexisonfire
2 009275141 009275141 0,2286019 0,2876461  0.2876461
> order(r(1,2:13])
() EEEEACETSTRRNTIEN
>
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2 % A 'l (el v

23 kesort(al,i],decreasing-Tiue)(2:6

24 1-order(-a[,1))[2:6

25 heas .numeric(data.germany[1,(j+1)] V“u 19N “ DM °‘ 13 “"'N”

% or 15 obs. of 13 variables

rig r(i,(3¢1) ] =sun(h’k) /sun(k J reco 15 obs. of § variables

53 values

30 recosmatrix(0,nrow=15,ncol=5 h nun (1:5] 00100

31 reco-as,daxa.frame (reco i 1

32 rownames(reco)=riuser -
33 colnames(reco)=c("Recol”, "Reco2", "Recod”, "Recod”, "Recos" Fles  Plots  Packages  Nelp  Viewsr -
34 A

35 R Cerrvaion

36 for(i in 1:15)
37 recoli,]scolnames dan,wmny‘Uord.r!-r{i.c(l’ll)])‘1,"::1:51

Console  Terminal -

> order(-r[i,c(2:12)1)+1)
Errnr unexpected ')* in "order(-r(i,c(2:12)1)¢1)"

(order( rli,c(2:12)])¢ l) """
1 410 2 311 § 912
> [(order(-r(i,c(2:12)])s 1)‘(1 5]
Error: unexpected '[' in "["
|
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An order is giving me the basically the position of this lowest to hlghest and etcetera and | am

using that position to find out the column names, so order of this is giving me the position

here, when let us say i =1, when i =1, the order is basically giving me the position.

And | am taking the top five, because | will recommend only five. So, | am taking the top five
of them. And then with that top five, let me come back. So, I am taking up the column names
of data . Germany. So, you give me the column names of data . Germany for those specific
positions. So, these are basically for first customer, these are the suggestions but | will take

the top five, that is 1 to 5. So, this is the suggestion for i = 1



Similarly, i =2 it will change, i =3 it will change. So | am just running that in a loop. So if |
just run this, the recommendation table is populated now. The first one is the top five based
on the r matrix. The second one is the top five based on the second row of r matrix and so on.
And that is how you are creating recommendation engine which is user base. So what is the
difference basically? Once more it is item to item similarity that we are checking in item
based collaborative filtering, this user to user similarity that we are checking in user base in

similarity matrix.

We will do some more examples in the next videos. Thank you for being with me, I will
strongly suggest that you should go ahead and check and run these codes once more with the
bigger dataset. It might take some time but you will find out more nuances, sometimes some
errors also, let me know whether you are getting stuck in somewhere and we will try to solve

that. Thank you very much for listening to this video. | will see you in the next video.



