Marketing Analytics
Professor Swagato Chatterjee
Vinod Gupta School of Management
Indian Institute of Technology, Kharagpur
Lecture 16
Segmentation Targeting and Positioning (Contd.)

Hello everybody, welcome to Marketing Analytics course, this is week 3, session 4 and I will
be discussing about Segmentation Targeting and Positioning. This is Dr. Swagato Chatterjee

from VGSOM, IIT Kharagpur who will be taking this course for you.
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Module 03: %
SEGMENTATION TARGETING AND POSITIONING

So, till the last presentation we have discussed about how to do segmentation targeting

positioning using clustering methods. So, here we will actually work on a particular problem.
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So, if you have seen the in your files there is a customer.csv data set and the data set looks
like this. So, then the data set has serial number, age of a customer, male or female, male this,
1 means male and 0 means female it is a dummy variable. The income of the customers, the
distance of the retail store, so it is a retail data let us say and the distance of the retail store
from the address. So, how do I know the address of the customer? I actually come to know

about the address of the customer when they fills it up.

So, these these customer data has been tracked through the loyalty card they have. So,
whenever you actually buy something to gain points, you swipe your loyalty card. And when
you swipe your loyalty card, I come to know about your data. So, I, while you actually
register for that loyalty card. What we had was your address and I know that the zip code of
your address or not the zip code sometimes we know the Google location of the address as
well, at least the lanes location. And from my retail store I can find out using Google Maps

certain distance.

So, this is the part which will be done by a coder and this is not something that you assume
probably have to do. You might have certain business analysts and etcetera. If you are doing
for academic purposes, sometimes you have to do on your own, but some other expert can do
it using Google Maps. So, that is number one, a distance. And then I have certain behavioral
data. So, column B, C, D, E are all demographic data of the people, persons and I will not use

that for my segmentation I will focus on the behavior of the people.

So, F column is shopping experience, G column is Nov that means number of visits, not
shopping experience sorry shopping expenditure, F column was shopping expenditure in
lakhs or in thousands per month. Nov was number of visits in units and then Pgro, Pgro is
actually how many, so how what percentage of your purchase is in grocery? What percentage
of your purchase is in these in food and beverage F and B? What percentages in FMCG? And
what percentage is in apparel? And there can be another various kinds of observations that we
can find out, behaviors you can find out, but I am focusing on these six. So based on these
six, we will do our cluster analysis and then we will try to find out what kind of customers

they are?
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So, the first thing that I will do is I will set marking directory to source file location. So, a
w3s3.r actually s4 it should be s4.r that is the file that we are working on. And your global
environment should be empty, your console should be empty. In that position, we are calling
this particular data. So, I am calling this data, this data has 537 observations of 11 variables.
And the structure of the data looks like this that all of the below ones are integer variables so

they are numeric. So, I do not have any issue I do not care, I do not have to change anything.

So, then I get a subset of the data because I will work on the last six columns, I create the
subset of the data and I create a data which is 537 observations of 6 variables, which are
basically the behavioral variables and then the first thing that I do is I create a hierarchical
cluster. So to do that, I create a distance matrix. So the function is dist, dist. And what is the

input? Input is data and what is the method? Method this Euclidean, so it will create our



distance metrics for every person to every person 537 to 537 it will create a distance matrix

and that is what has been created here.

So d is equal to dist and then if I run this, I get a d which is a large distance metrics. Using
this matrix which you can print here but 537 into 537 is very huge, is no point on printing. If
you want to save it, you can save it by right dot csv and change this d to data frame and then
save it. But I do not want to do that, I create a hierarchical clustering. Formula is simple,
hclust is the code h class and then the input is d. and the method I am saying I am asking is

use word’s method you can use some other method as well.

So, if you just search for hclust, here they will say that okay, method is equal to complete or
method is equal to single or method is equal to average, which one will you want you can

choose, any one of these things you can choose.

So, I am saying that let us say method is equal to instead of complete or whatever I want
methods is equal to let us say centroid or let us say complete only, complete, method is equal
to complete. So, complete means it will find out every distance. So, if I just run that, I got
this. And then if I want to plot it, it gives me a plot and I want to show that. So, the below one
is a Dendogram, study that the Dendogram carefully, so the all these small small small things
I have 537 observations and they have come together, that is why it is so, so clumsy. But all

of these things are each of these lines at the bottom is one single person.

And then they join two persons, they join two persons in one group and when they join these
two persons in one group, they actually achieve some distance. So, either you can start
looking from the top and from the bottom. So, at the bottom, when everybody is in one
segment you will see that these segments are so close to each other that you cannot even

think that they are very different from each other. So, this does not make any sense to you.

So, why does it make sense? So, you will carefully see that these are the guys, sorry, these are
the guys who are in one segment and all these guys are in another segment. So, there are two
trees that is coming up at the top, one is this people and another is these set of people. So, that
means this small group are very different from the other group. Now, remember this is a data
that has been created for to have this kind of a data set. Now then, out of this huge group, the
next term comes here that these people, these people are very different from this set of

people.



So there are, I can see three segments, one is this, another is probably from here to here this
segment and then a small segment at the back. So, there are three segments that I can see
which is properly visible. So, when there are three segments, which are there, we can actually

run for the rest of the thing. So, what we can do?
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So, I will say that cut the tree in three segments. So, I will say groups cut 3*3, run and then
border them and you will get the borders properly. So, here, so here there is one more

segment that 1s coming up here very strictly. And I will talk about that segment probably.
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So, if I just clear this up and break it into four segments instead of three segments. If I run it
into four segments, then I probably will have a better view. So, I plot this once more and then
I break it into four segments and now carefully see that each segment has some meaning this
is one segment, this is segment number two, which is a big one. And segment three and
segment four are very small, but they are have some meaning. That is why they are coming

up like that segments and we will discuss about that. The next step is k MEAN, so to k

MEAN, I told you that you have to decide how many segments do you want.

So, one thing is I told that okay, you can have four segments using this other thing, other
thing I will actually run that. So, what I am doing? I am writing. So, when there is no model,

when there is absolutely no clusters, everybody is in the same thing. Then what is the net |

would say, what is the segment I would say?
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So, if you remember the formula, the formula was like this, the formula of each, when
everybody were in different segments. The formula was like this that so what I will do, I will
say that x person, so ith persons jth x value, so its ith person is let us say x;, X;» up to X;x. So,
ith persons, jth characteristics, ith persons, jth characteristics minus the mean of jth
characteristics, square them up, square them up, that is what? That is the mean of the distance

of ith person from the mean and then sum that up.

So, what will I do? Once more, once more, carefully see what I am writing. So, let us say, let
us say there are our first person whose observations are X, Xa1, X31, Xx1. The second person
which is X» SorTy X2, X2, X3, Xxo. Then there will be n number of persons which is Xi,, Xan,
X3n, Xkn. And there will be in between a jth person, ith person who is Xyi, Xai, X3, Up t0 Xi. S0,
total number of people is n and when I denote any one person I denote it with i. Now, if | take
a mean what is a mean observation, the mean observation is actually the mean of this, then
the mean of this, then the mean of this. So, each one will have one mean x/, x;, x5 and

x;/ everyone will have every parameter.

So, this is brand awareness, this is price sensitivity, this is brand loyalty, this is something
else, everything will have a mean I tried when they are all in different segments. So, sorry
probably, when they are all in one segment or in that case, how much is the error when when

am I cannot explain anything of the model.

So, I will find out how 1 is distance from this, how 2 is distance from this, how three is
distance from this and so on. So, I will find out all of that thing. So, what is that? So, how 1 is
distant from this mean? That is (x;; - X/')* + (X21- X2')* + (X31- X3')* +..... this is the distance of

one, guy number 1 with the mean.

So, what is the distance of ith person with the mean? x;, X»;, X3 and so on. So, can I write it

like this
(X1 X1 + (X X2)* + (X3 x35)* +..

i.e. (Xmi-Xm )* [for m=1 to m=k]

that x m i minus x dash m square summation m varies from 1 to k,



I can write that. So, I can write this part carefully see, I can write so, [ will just rub this off so
that we can understand it properly. So, this is the part that I am focusing on. So, I can write
the equation that has been written below this equation as this, I can write it like this. So, that

1s what [ am writing and that is the distance.
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0 - &2 ~ Addins RJ project: (None) ~

0]w3s3R w=[]  Environment History ~Connections =0

SourceonSave | O/~ SRun % P Source ~ 2 1 import Dataset = | & List +
11 # cut tree into 4 clusters

Global Env o
12 groups < cutree(fit, k=4) B Global Environment

13 # draw dendogram with red borders around the k1 clusters Omydata 537 obs. of 11 variables
14 rect.hclust(fit, k=4, border="red") values

15 .

161 #k-vea 0d Irarge dist (143916 elemen..
17 groups iRt 1135370 1111 20202,

18 # petermine number of clusters #

19 wss <- (nrow(data)-1)*sum(apply(data,2,var))
20 for (i in 2:15) wss[i] <- sum(kmeans(data,centers=1)Swithinss) -2 Export *
21 plot(1:15, wss, type="b", x1ab="Number of Clusters", ylab="within ¢

22 # Look for an "elbow" in the scree plot #

Files Plots Packages Help Viewer =0

2o -
1944 (Top Level) 3 R Script 3
Console ~ Terminal =0

C:/Users/Dell3/Desktop/mrkan/
> apply(data,2,var)

Shexp Nov Pgro pfnb pfmcg  Papparel
73.991495  3.214792 52.184281 145.781518 153.161678 69.755844

>
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And then the so that is why what I am doing here in this code? In this code is I am writing
apply data 2 var. What does this do? (apply(data,2,var)), if I just run this much, it will
actually give the variance of each of the column one at a time, each of the columns hold data
sets variance. Now, what is variance? Variance of a single column can be written like this.
Just check, variants of a single column can be written like this, variance of a single column

can it not be written like this.

So, if it is mth column, then correspondence this thing is individual observations minus the
mean of that particular guy, summation of that by n minus 1 number of observations minus 1

that is variance. The root over of this is, the root over of this is standard deviation. So, if that



is variance, then can I not write that this one is nothing but n minus one into variants of my

mth column.
Variance= X (Xmi- Xn')*/ (n-1)

Standard deviation= "V ¥ (Xpi - X)¥/ (n-1)
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O -l A - Addins ~ & project: (None) +
O7w3sR =[]  Environment History ~Connections =0
; SourceonSave | Q /- Brun | 49| Psowce +| = || @ B | B inport Dataset + | List =
11 # cut tree into 4 clusters 7| | My Global Evironment -
12 groups <- cutree(fit, k=4) : -
13 # draw dendogram with red borders around the k1 clusters Omydata 537 obs. of 11 variables
14 rect.hclust(fit, k=4, border="red") values
15 ¢ :
Tl e 0d ITarge dist (143916 elemen..
17 groups intif1:5371 111422 2.
18 # Determine number of clusters # . )
19 wss <- (nrow(data)-1)*sum(apply(data,2,var)) ey Ploss' fbacieg e IS BT oneT =0
20 for (i in 2:15) wss[i] <- sum(kmeans(data,centers=1)Swithinss) - Export ~
21 plot(1:15, wss, type="b", x1ab="Number of Clusters", ylab="Within ¢
22 # Look for an "elbow" in the scree plot #
75 ;
1944 (Top Level) ¢ R Script ¢
Console  Terminal =]
€/Users/Dell3/Desktop/mrkan/
> apply(data,2,var)
Shexp Nov Pgro pfnb pfmcg  Papparel
73.991495  3.214792 52.184281 45.781518 153.161678 69.7558:]
o
B erc[rso]
sude = |
Fie Edt Code View Plots Sesson Buld Debug Profle Took Hep
O -0yl A ~ Addins ~ & project (None) ~
0 wis3R =[] Environment History ~Connections ==
A SourceonSave | Q /- Fan | % PSource -/ = @ k77 Import Dataset ' List =
11 # cut tree into 4 clusters ) Global Ervironment *
12 groups <- cutree(fit, k=4) - =
13 # draw dendogram with red borders around the k1 clusters Omydata 537 obs. of 11 variables
14 rect.hclust(fit, k=4, border="red") . Vvalues
1 .
T . 0d Ijarge dist (143916 elemen..
17 groups AR ELS37 Ll 1 220 %
18 # Determine number of clusters # s )
19 pss < (nrow(data)-1)“sun(apply(data,2,var)) Files | Plots | Packages | Help | Viewsr =0
20 for (i in 2:15) wss[i] <- sum(kmeans(data,centers=1)Swithinss) & beport ~
21 plot(1:15, wss, type="b", xTab="Number of Clusters", ylab="within ¢
22 # Look for an "elbow" in the scree plot #
23 !
191 (Top Level) + R Script +
Console  Terminal =[]

Ci/Users/Dell3/Desktop/mrkan/
> apply(data,2,var)

Shexp Nov Pgro pfnb pfmcg
73.991495  3.214792 52.184281 45.781518 153.161678
>

papparel
69.755844

B cmerle
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e Ve ohs St S Doy Pt e
O -0~ ~ Addins ~ R Project: (None) ¥
07 wis3R =[] Environment History ~Connections =i

SourceonSave | 4 A - FRun | Source ~ & & "7 Import Dataset ~ ' List
11 # cut tree into 4 clusters i Giobal Environment *
12 groups < cutree(fit, k=4) -
13 # draw dendogram with red borders around the k1 clusters O mydata 537 obs. of 11 variables
14 rect.hclust(fit, k=4, border="red") . values
15 : -
T . 0d Farge dist (143916 elemen..
17 groups FRENELSR7IRT 10 AR 2o
18 # Determine number of clusters # y 3
19 wss <- (nrow(data)-1)*sum(apply(data,2,var)) gle) Plos) [Packast SRR i =0
20 for (i in 2:15) wssfi] <- sum(kmeans(data,centers=1)%withinss) - Export ~
21 plot(1:15, wss, type="b", x1ab="Number of Clusters", ylab="Within ¢
22 # Look for an "elbow" in the scree plot #
% :
2037 (Top Level) ¢ R Script &
Console  Terminal =[]
Ci/Users/Dell3/Desktop/mrkan/
> apply(data,2,var)
Shexp Nov Pgro pfnb pfmcg  Papparel
73.991495  3.214792 52.184281 45.781518 153.161678 69.755844
> wss <- (nrow(data)-1)*sum(apply(data,2,var))
> WSS
[1] 213376
>
B0 B @E[C[&[0]
Oisude ToTa
Fie Edt Code View Plots Seson Build Debug Profle Tock Hep
O - - « Addins R project: (None) +
97w =[]  Environment History ~Connections =
5 SourceonSave | O /- FRn | % | B Source 2 [ | @ import Dataset = | & List *
11 # cut tree into 4 clusters ! [ iy Giobal Envronment =
12 groups < cutree(fit, k=4) x =
13 # draw dendogram with red borders around the k1 clusters O mydata 537 obs. of 11 variables
14 rect.hclust(fit, k=4, border="red") values
1 3 '
T P 0d Earge dist (143916 elemen..
17 groups AENELS3TIRL A 202028
18 # Determine number of clusters # " >
19 wss <- (nrow(data)-1)*sum(apply(data,2,var)) Files | Plots | Packages | Help | Viewsr =0
20 for (i in 2:15) wss[i] <- sum(kmeans(data,centers=1)Swithinss) = beport ~
21 plot(1:15, wss, type="b", xTab="Number of Clusters", ylab="within ¢
22 # Look for an "elbow" in the scree plot #
7 )
2011 (Top Level) ¢ R Script &
ﬂj

Console  Terminal
C:/Users/Dell3/Desktop/mrkan/
> apply(data,2,var)

Shexp Nov papparel

Pgro pfnb pfimcg

73.991495  3.214792 52.184281 45.781518 153.161678 69.755844
> wss <- (nrow(data)-1)*sum(apply(data,2,var))

> WSS

[1] 213376

>

B e R EE[FH[0]

If T can write that properly, then you see that this is what I am writing. So, apply data to
variance. So, these are the variances, then multiply with n row of data and n row data means

537 minus 1. So, multiply with it n minus 1 and then add them up, sum it up. So, this is the

distance within sum squares when there is no clusters

not more than one segment.

Now, when they are the more than one segments, I will actually find down that within some

of square using a function called k means, k means and the i will vary from 2 to 15 means, |

am varying the number of clusters from 2 to 15. So,

cluster number is 2.

. So, when there is only one segment, if

when cluster number is 2, let someone
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0]w3s3R w=[]  Environment History ~Connections =0
i SourceonSave | O /- Hrun | 0% P Source v = 2 & | 2 import Dateset ~ | List *
11 # cut tree into 4 clusters & Globel Envronment ~
12 groups <- cutree(fit, k=4) ~ =
13 # draw dendogram with red borders around the k1 clusters Onmydata 537 obs. of 11 variables
14 rect.hclust(fit, k=4, border="red") values
1k 4 -
© 0d Earge dist (143916 elemen..
17 groups inti[1i537] 11 11 2202
18 # Determine number of clusters # y 7
19 wss <- (nrow(data)-1)*sum(apply(data,2,var)) eyl Plots [fEacapeiiupjigviewer =0
20 for (i in 2:15) wss[i] <- sum(kmeans(data,centers=i)Swithinss) & Export +
21 plot(1:15, wss, type="b", xlab="Number of Clusters", ylab="within ¢
22 # Look for an "elbow" in the scree plot #
23 0 "
2053 (Top Level) ¢ R Script ¢
Console  Terminal =]
C:/Users/Dell3/Desktop/mrkan/
> kmeans(data, centers=2)
BllcBemc[r
o [EE |
B GGl Ver o S g DR Pl T 1
CRRAN: = fed ~ Addins ~ & Project: (None) ~
07w3s3R =7  Environment History Connections =
g JSourceonSave | Q J + Frun | O Bsowce +| = @ H | importDataset + | & List *
11 # cut tree into 4 clusters # Global Envranment -
12 groups <- cutree(fit, k=4) - =
13 # draw dendogram with red borders around the k1 clusters Omydata 537 obs. of 11 variables
14 rect.hclust(fit, k=4, border="red") values
15 o ;
i 0d Farge dist (143916 elemen..
17 groups int [1:537] 11100 222 2.
18 # Determine number of clusters # , 3
19 wss <- (nrow(data)-1)*sum(apply(data,2,var)) gl Plos: EhactasE AR i =0
20 for (i in 2:15) wss[i] < pum(kmeans (data,centers=1)Swithinss) & Export ~
21 plot(1:15, wss, type="b", xlab="Number of Clusters", ylab="within ¢
22 # Look for an "elbow" in the scree plot #
20 y ;
2027 (Top Level) + R Script &
Console  Terminal =]
C/Users/Dell3/Desktop/mrkan/
NULL
> kmeans(data, centers=2) $withinss
[1] 55916.41 51047.99
> kmeans(data,centers=3)$withinss
[1] 55916.41 16536.91 18510.06
> kmeans(data,centers=4)$withinss
[1] 16536.915 7475.750 6104.094 18510.064
>
B merc[r6lo]
Osuie ToToes
Fe U o Ver P Son 0 Dy ol Ttk e
O -Gl A ~ Addins ~ &) project: (None) +
07 wis3R =[] Environment History ~Connections ==
4 SourceonSave | Q- HRun | 0% P Source v = @ 77 Import Dataset ' List =
11 # cut tree into 4 clusters B Giobal Envronment +
12 groups <- cutree(fit, k=4) = =
13 # draw dendogram with red borders around the k1 clusters Omydata 537 obs. of 11 variables
14 rect.hclust(fit, k=4, border="red") . Vvalues
15 0 :
16 #k-MEAN 0d Earge dist (143916 elemen..
17 groups  int [1:537] 111122 2.
18 # Determine number of clusters # . -
19 wss <- (nrow(data)-1)*sum(apply(data,2,var)) Files | Plots | Packages | Help | Viewsr =0
20 for (i in 2:15) wss[i] <- sum(kmeans(data,centers=1)Swithinss) & Export ~
21 plot(1:15, wss, type="b", xTab="Number of Clusters", ylab="within ¢
22 # Look for an "elbow" in the scree plot #
23 ‘. W "
2034 (Top Level) ¢ R Script ¢
Console  Terminal =[]
Ci/Users/Dell3/Desktop/mrkan/
NULL

> kmeans (data, centers=2) $withinss

[1] 55916.41 51047.99

> kmeans(data, centers=3) $withinss
[WA55916.41 16536.91 18510.06]K

> kmeans(data,centers=4)$withinss

[1] 16536.915 7475.750 6104.094 18510.064

>
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Ol-lopla- * Addins -
07 w3saR ==l
SourceonSave | 4 - HRun | Source ~

L yroups < e, k)
13 # draw dendogram with red borders around the k1 clusters
14 rect.hclust(fit, k=4, border="red")

15

16  #k-MEAN

18 # Determine number of clusters #

19 wss <- (nrow(data)-1)*sum(apply(data,2,var))

20 for (i in 2:15) wss[i] <- sum(kmeans(data,centers=1)Swithinss)

21 plot(1:15, wss, type="b", xTab="Number of Clusters", ylab="within ¢

==

& project: (None) ~

Environment  History  Connections —o
2 1 P import Dataset = | List =
" 1 Global Environment *
values
1/0d Large dist (143916 elemen..
groups intlf:537) 1111222,
i 150

Files Plots Packages Help Viewer

=0

= Bport -

22 # Look for an "elbow" in the scree plot #
24 # Use optimal no. of clusters in k-means #
R Script &

=0

211 (TopLevel) ¢

Console ~ Terminal

Ci/Users/Dell3/Desktop/mrkan/

> kmeans(data,centers=4)Swithinss

[1] 16536.915 7475.750 6104.094 18510.064

> for (i in 2:15) wss[1] <- sum(kmeans(data,centers=1)S$withinss)
> WSS

[¥8J213376.03 106964.40 64627.83 48626.82 40556.46 75743.57
[7] 33667.06 31446.06 30353.74 26955.10 27512.00 24941.84
[13] 26671.07 19412.63 22692.06)

>

B erc[r6[o]
sude Tel&
Fie Edt Code View Plots Sewon Buld Debog Profde Took Hep
(RN AR + Addins R project: (None) +
Q7w =[]  Environment History Connections =0
SourceonSave | Q /- *Rn | % | B Source 2 [ | import Dataset = | & List *
16 yroups <= LULIEE(ITL, K=4) 5 >
13 # draw dendogram with red borders around the k1 clusters B GloblEnironment +
14 rect.hclust(fit, k=4, border="red") values
15 . 7
16 #k-MEAN 1/0d Earge dist (143916 elemen..
17 groups int [1E537] W2 2k 2,
18 # petermine number of clusters # i 150
19 wss <- (nrow(data)-1)*sum(apply(data,2,var))
20 for (i in 2:15) wss[i] <- sum(kmeans(data,centers=1)$withinss) Files  Plots Packages Help Viewer =0

21 plot(1:15, wss, type="b", xlab="Number of Clusters", ylab="within ¢
22 # Look for an "elbow" in the scree plot #

& Export ~

24 # Use optimal no. of clusters in k-means #
R Script 2

=0

201 (Toplevel)

Console  Terminal

C:/Users/Dell3/Desktop/mrkan/

£ NISWIS (UG Ly SRS 3=2 ST 1133
NULL

> kmeans(data, centers=2) $withinss

w

> kmeans(data, centers=3)Swithinss

[1] 55916.41 16536.91 18510.06

> kieans (data, centers=4) $withinss

[1] 16536.915 7475.750 6104.094 18510.064

> for (i in 2:15) wss[i] <- sum(kmeans(data,centers=1)$withinss)

Bl e EeEE[FH[0]

What does kmean will give? kmean will say that this is k means, what does k means say? k
means will say okay centers is equal to 2. That means it will do read the data and create
segments with two segments. Now, I do not need the segments right now, because I do not
know how many segments I have. But I want to know when there are two segments what is
there within ss, within sum of squares. So, if I break the data set into two segments and for
each segment I find out the sum of square, how much how much total I get and that value is

when centers is equal to 2 okay so, sum of that, sorry.

So, okay so, withinss this I have not written correctly withinss with. So, this is the 2 sum of
squares of 2 segments. If there are 3, then each of the guy will have 3 different sum of

squares. Sum of squares means the distance between each of the observations from the



centroid of that particular segment from the mean of that particular segment. So, I find out the

distance. So, the, these are the three distance when there are three segments.

When there are four segments, these are the distance and then add them up I joined them and
add them up and that is why a sum sign. So, then I put those summation, so summation of
these two and say that when segment is two this much will be that total withinss, when when
within ss that means within sum of squares. When there is 3 segments if [ add these 3 guys,
this one will be that total within sum of squares. If I add these four guys up, this one will be

the total within sum of squares. I save that in this wss thing.

So, if I run this I get a wss which is nothing but basically 15 observation. This is the
observation when there was only one segment, this is the observation which is there were

there are two segments which is nothing but summation of these two.

(Refer Slide Time: 19:00)
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© . Ol i &) project: (None) ~

97 w3s3R ("] Envionment History Connections =

A . 7 R
SourceonSave = & /7~ FRun | % Source ~ " 7 Import Dataset ~ = & List =
1L yroups <= LULIEELIIL, K=4)

: ! ol = =
13 # draw dendogram with red borders around the k1 clusters Global Environment

14 rect.hclust(fit, k=4, border="red") values

iy G

16 #k-MEAN d Farge dist (143916 elemen..
17 groups inti[lisa7] il v 2 2,
18 # Determine number of clusters # i 150

19 wss <- (nrow(data)-1)*sum(apply(data,2,var))

20 for (i in 2:15) wss[i] <- sum(kmeans(data,centers=1)Swithinss) Files Plots Packages Help Viewer =0
21 plot(1:15, wss, type="b", xlab="Number of Clusters", ylab="within ¢ - Bxport +

22 # Look for an "elbow" in the scree plot #

24 # Use optimal no. of clusters in k-means #
211 (TopLevel) ¢ R Script $

Console  Terminal =0
C:/Users/Dell3/Desktop/mrkar
> kmeans(data,centers=4)Swithinss
[1] 16536.915 7475.750 6104.094 18510.064
> for (i in 2:15) wss[1] <- sum(kmeans(data,centers=1)S$withinss)
> Wss
[1] 213376.03 106964.40 [LIVEALE 48626.82 40556.46 75743.57
[7] 33667.06 31446.06 30353.74 26955.10 27512.00 24941.84
[13] 26671.07 19412.63 22692.06
>
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This is when there is three segments, so C, slowly the within sum of square is going down.
When there is 1 segment you put bananas and oranges and apples everybody in one group.
That is why the distance between the group mean from the group mean individual guys
distance is very high. Now, when you have two groups, the bananas come in one group and
apples and oranges comes in the second group. But because bananas are there in one group,
the distance of individual bananas with the group mean of banana is 0 or very low. So that is

why the distance comes goes down.

Though oranges and apples are still which were in the same segment but they are still

different. But the overall distance has come down. Now, when I you further break, you break



apples and oranges also into two different groups the within sum of squares further comes

down, so slowly it comes down if you see.
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isuie = |
e G o Vr P Son 0 Dy ot Tt Hep
Q- &l A ~ Addins ~ R project: (None) +
07 wis3R =[]  Environment History ~Connections =
4 SourceonSave | O /- HRun | 0% PSource v/ = @ 77 Import Dataset ' List =
£1 PIULLLILY, WSS, LyPE= U, XI1dUS NUMUEr UI CIUSLETS , y1dU= Wil L. ;
22 # Look for an "elbow" in the scree plot # 73 Global Environment ~
23 Ofit List of 9
g: ﬁluze optimal no. of clusters in k-means # 0 mydata 537 obs. of 11 variables
% values
27 # K-Means Cluster Analysis 410d Large dist (143916 elemen..
28 fit < kmeans(data, k1p# k1 cluster solution
29 Files Plots Packages Help Viewer =0
30 # get cluster means Pzoom Zeport- 0§ %~

31 aggregate(mydata,by=Tist(fitScluster),FUN=mean)
32 # append cluster assignment
33 mydatal <- data.frame(mydata, fitScluster)

2823 (Top Level) + R Script +

Console  Terminal =[]

Ci/Users/Dell3/Desktop/mrkan/

> # Use optimal no. of clusters in k-means #

> kl=4

> # K-Means Cluster Analysis

> fit <- kmeans(data, k1) # k1 cluster solution
>
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> # K-Means Cluster Analysis
> fit <- kmeans(data, k1) # k1 cluster solution
>

U |
F G Ve PR S D Diq Pl Tich e
S .y - ~ Addins ~ K] Project: (None) ~
07 wis3R =[] Environment History ~Connections ==
SourceonSave | / FRun | % Source ~ & & 77 Import Dataset ~ i’ List =
£L PIULLLILY, WSS, LyPe= U, XIdUS NUMDET U1 CIUSLETS , Y1dU= WILIIT L. p
22 # Look for an "elbow" in the scree plot # B Global Environment *
23 Ofit List of 9
g‘; iluze optimal no. of clusters in k-means # ) mydata 537 obs. of 11 variables
2% J values
27 # K-Means Cluster Analysis 10d Large dist (143916 elemen..
28 fit <- kmeans(data, k1) # k1 cluster solution
29 Files Plots Packages Help Viewer =0
30 # get cluster means ) ) P zoom | Zeport O | &
31 aggregate(mydata, by=1ipt(fitScluster),FUN=nean)
32 # append cluster assignment H
33 mydatal <- data.frame(mydata, fitScluster) &
34 & * 0 3
323 (TopLevel) Rcript s &
s
Console  Terminal =] £
Ci/Users/Dell3/Desktop/mrkan/ 2
> # Use optimal no. of clusters in k-means # 2 8
> kl=4 5 ©
2 ©
2
<]
c
=

7 EEN N AAEE)

Now, I plot it and I want to see that how that plot comes down. So here, there is a germ but |
can say that okay up to 4 or 5, I will take as a 4 or 3, it is a call, you can take the number of
segments. So, let us k 1 is equal to 4 I decided. So, using this method I decided that k 1 T will
take as 4. Now, if the number of k 1 means the number of means, number of segments I have

take, we will take as 4.

So, then what will be the observations? I will just run this line which will break the data set
into four clusters. And if I want to see how these clusters are, I am done and I have already
done the work. Now, I am doing the third part, if you remember the third part is creating the

segments, parameters the identification of the segment.
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The identification of the segment will look like this. So, I have done the aggregation. So, I
will just plot once more, the aggregate is like this, check it carefully. Serial number was, so

the first, serial number does not make any meaning.
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Segment 1 in terms of behavior if I try to only focus on behavior and nothing else and I will
probably run once more, sorry. So, if [ want to plot them once more in terms of the behavior,
you will see that segment 1 has 49 parts 49,000 per month shopping experience, shopping
expenditure. So their expenditure is 49,000 per month in one retail store. On the other hand,
other guys are 6000, 6000 or (seven thou) 6.6, 6.8 and 10. So, I can say six point half and
then seven and 11 something like that is the shopping expenditure. So, group one is high

expenditure guys, that is number 1.
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But group 5 visits very low amount of time only twice in a month and these guys average is
5, almost 5. So, group 1 is totally different from other guys, they visit for limited number of
times, two times a month and purchase a lot. Their major purchase is grocery and apparel
also, grocery and apparel is the major purchase, FMCG and food and beverage is not

something that they purchase a lot.

What is the distance? The distance is not very different from each other, distance for all the
groups are same. These guys income is a little bit higher than the other group. They are
predominantly male 0.875 is male and middle aged. These guys are further younger 33, 32
and 36, this guy is 45. So, middle aged men, so middle aged men. So, if they are middle aged

men, who are these persons. Can you, can you imagine?



So, there is a middle aged men comes twice in your shop only twice not more than that
probably very low amount of time they come, but they bulk in, they purchase in bulk 49,000
average shopping expenditure means or probably total shopping expenditure. That means
25,000 in one shopping expenditure means they purchase in bulk and what do they buy? They

buy grocery and apparel items.

Probably there, so, you do not buy 25,000 worth grocery or 25 percent worth apparel every
month. So, a normal customer cannot buy and if that is not the case then probably these guys
are B to B customers. That means they have small retail stores, they come and buy from these
big retail store and sell it in the small retail store. They can be resellers, they can be small
kirana stores or something like that. So, that is what a segment which is coming up, which is

very prominent.

What are the other segments? The other three segments are, their shopping expenditure is 6, 6
and 10. So, they are not B to B, they are B to C. Now, though all of them visits around 5
times, so they are weekly visitors so, that is okay they are not very different about that. But
segment 2 if you carefully see or probably segment 4 if you carefully see the FMCG is 40
percent of their purchase which is majorly they come to buy FMCG.

So, who are these people? They are a 50, 50 male-female, more female than, some more male
than female. And their age is a little bit higher than the other group. And their income is also
little bit higher than the other group. So, these guys who are a little bit higher income will
focus more on FMCG and they are ready to come from a long distance also. So, they are

coming 4.25 kilometers away from there also.

On the other hand, there is another group whose major purchase is apparel if you see 35 and
these guys are youngest 32. And they are also more or less more famle they are than the other
groups and then their distance is the shortest 3.78. So, see the closest guys are obviously the
B to B guys and then these guys who come to buy apparel, they can, they also want to want to

have a lower distance and then group 2 majorly buys FMCG 36 percent also.

So, okay so we have to check now that how group 2 and group 4 are different. Group 2 also
buys 36 percent FMCG, group 4 also buys 40 percent FMCG. Group 2 also makes five visits,
group 4 also makes around 5 visits. Group 2 shopping expenditure is 6, but these guys

shopping expenditure is 11. So there is some difference in terms of shopping expenditure and



what does that come from? That come from probably from income, this guy's income is 5.8 it

s 7.

So, one lakh extra income that should not impact the shopping expenditure so much. There is
any other difference, okay. These guys actually make expenditure on food and beverage also
these guys have very low expenditure on food and beverage, only 12 percent versus 22
percent. So, does group 2 I can say that group 2 are mainly male, who are of age, average age
of 33. And their income is around six lakhs per annum. They live close by within 3 kilometer
or 4 kilometer distance from the from the retail store and their average shopping expenditure
is around six and half thousand per visit or per month. And majorly they buy both FNB that
means food and beverage and FMCG, FMCG is the primary but they also buy significant

amount of food and beverage material.

On the other hand group 4 have all of these things similar but their shopping expenditure is
around 10,000, their income is around seven lakhs. And they only focus on FMCG, they do
not focus on the rest of the thing. Probably they focus on groceries also FMCG and groceries.
So, one group probably focus on food and beverage, which is packaged. Another group
grocery means their food and beverage which is not packaged, which is, so the focus is

different. The age is also a little bit higher for group 4.

So, I can probably assume that these guys and age income is higher, distance they are coming
from a little bit longer distance. So, I can imagine that this fourth group is a family person
while the third group is not a family person or if fourth group might have a larger family,
might have a car because he is coming larger distance and etcetera. So, these are giving my

some idea about what the segment is, from the demographics and from the experience.
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And now, at the last stage what I will do? I have to create a targeting mechanism. I have to
find out that if a new customer comes up and registers with me, how will I know whether he
is in segment 1 or segment 2 or segment 3 or segment 4? So, what I do is I put another data
set, where I quit my data 1, where I actually have put the cluster numbers the who are in,
which guy is in which cluster I have did that. So, if I just write my data 1 dollar fit cluster and
then try to find out a table of that divided by 537 into 100. In percentage term I know in

segment 1 has only 3 percent people.

So, though they are very prominent, they are in number of, in numbers they are very small
make sense because B to B buyers will be small. How many kirana stores will be there in the

locality 20, 50? But in a, in, there will be probably 10,000 customers and 50 retail stores. So,



B to B purchases will be less so that is why 3 percent. And the other one is 30 percent, 25

percent, 40 percent, so they are fairly well sized.

Now, I have in my my data if you remember, I have this as my positions of the persons and
this as my age, male, income, distance these are the four demographic variables that I have.
So, using this demographic variables I will try to predict whether he is. Now 1, 2, 3, 4 there
are four categories, they are there. And this is not a linear regression because all these four

categories are different. So, I change them to factor variable as factor.
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And then I run a multinomial logistic regression. So, for that I will require a library called
nnet and then I will call this model. So, I will run multinom instead of Im I have written
multinom. That is the only difference then fit dot cluster is mine, while variable age, male,
income and distances my x variable and data is equal to my data 1 and if I just run this one
and if I just see the summary of the model, I get this thing. So, in the summary of the model
what it gives me? It takes 1 as, the observation 1 as the base point. So, observation 1 is 0.

Observation 2 is the intercept is 15.

For each age increases, so, when age increases from 0 to 1 or for unit age is increase, the
chances that you will be in group 2 is least or probably not group 3 is least. So, age increases
your chances of being in group 1 increases. And if you are a male, then also the chances of in
group 2, 3 and 4 decreases the highest chance is group A. So, these are all negative. Income,
if your income increases your chances of being in group 2, 3, 4 is also lowered and probably

lowest is in 3 and probably in comparison to that 4 is much better.

And as distance increases the chances of being in group 4 is highest. And these are the
corresponding standard errors. So, what, how do we find out the how, whether they are
significant or not? We do the coefficient by the standard error that will give us the T statistic

or Z statistics.

So, we find out that Z values, so Z values are for all of them probably this one is marginal
and these guys, distance is not significant. The Z value is 0.84, 0.79, 1.08. So, remember it
has to be higher than the mod value of the Z has should be higher than 1.96. So, but distance

are not significant then, but the others are significant probably this one is also not significant.
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We can find out the probability, exact probability values and the p scores, okay. So, other
than distance, which are all higher than point 0.5, the rest of the four things intercept, age,
male and income. For all the observations, they are significant. So, that means that I can
probably run this thing. I can probably run this thing using not using distance and then run
and this is the right score. So, how to interpret it? If somebody comes as an age of, if
somebody comes with this observation let us say, if some, somebody comes with a
observation of let us say his age is of 30 years and he is a male. And his income is of six
lakhs then what is the observation? The probability that he will be in group 2, first of all it is
the U or whatever I do not know. So, let us say a of group 2 is basically 16.37 minus 0.24

into 30 minus 1.7 into male minus 0.45 minus 1.7 into male because 1 minus 0.45 into 6.

2= (16.37-0.24)*30-(1.7%1)-0.45%6



So, this is the probability that he will be in a 1 walk a 2. So, this is not probably, this is the
measurement. And similarly I find out a 3, a 4 also, what is the values? And a 1 is equal to 0.
So, probability that this guy will be in group 2 is basically e to the power a 2 by divided by e

to the power a i’s where 1 varies from 1 to 4.

In other words, e to the power a 2 by 1, 1 why? e to the power a 1 is e to the power 0 that
means 1 plus e to the power a 2 plus e to the power a 3 plus e to the power a 4. So, something
like that will actually give me the probability that this guy will be in group 2. And group 3
and group 4 and whenever, whichever segments probability is higher, I will put that person in

that particular segment.

Similar thing we can do with LDA also. And I will not do that, we can also break the model
and see that how is the predictive model. So, I have broken the data set in training and
testing, created the model with the training data, predict it with the testing data and finding
out the confusion matrix, it is a similar job that we have done for logistic regression you can

try out that.
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And here if I run these four lines together, this is the confusion matrix gets created. You can
see that there are lots of off diagonal elements. Now, what are the accuracies? Basically 50
plus 353 and another 17, so around 70. So, 53 plus 17, 70 out of how many? Out of 150 or
what, just one minute, so training data is after 150, 70 out of 150 is less than 50 percent
which is bad. So, you have to find out some other demographic variables which explains the

data set better and you have to try to improve your predictive modeling.

So, once you predict better predict the segmentation, which segment they will fall, the
targeting becomes much easier. So, that is what we will have done about logistic regression,
multiple logistic regression. We can discuss more about LDA in the next class with a small
example on these data set itself. [ will share 2, 3 lines of code and we will discuss that and we
will go ahead with the next module from the next videos. Thank you very much for being

with me. We will meet you in the next video once more. Thank you.



