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Hello friends, once again I welcome you to our ongoing exciting journey of Six Sigma

and now you are  little  bit  relaxed  because  we are  discussing  the  final  phase  of  our

DMAIC cycle  that  is  the  control  phase.  As a  part  of  control  phase  we initiated  our

discussion in the last lecture and we talked about various 7 QC tools. Now I would like

to devote some time on Statistical  Process Control which is  the very very important

concept and majority of the quality gurus they have shown their faith in the statistical

quality control. 

So, here as a part of lecture 48 we would like to appreciate some of the key and basic

concepts. So, that later on when we talk about the design of the control chart we use this

concepts easily. So, please try to be attentive digest the concepts, so that subsequently we

can,  that  control  charts  are  one  of  the  statistical  tools  for  solving  quality  related

problems.

(Refer Slide Time: 01:24)

So, you have the control charts and you can see that these are statistical control charts

quality control, I am trying to make use of my statistical knowledge to set a control on



the process. Now just think what do you mean by control? The key here is control and

achieving this control statistically. So, let us say you are visiting a doctor with a problem

and now you have been advised to go through couple of test you got your diagnostic

report,  once again  you went  back to  the doctor  and doctor  after  referring the test  is

finding that what is the cause of the problem? And giving you some medication. 

So, basically it is the rectification of the problem and once the problem is rectified you

try to control it by taking the necessary action. Same thing applies over here that I have a

process and if I can set a control over it I can have the diagnostic tool which is typically

called  as control  chart,  then I  can set  a better  control  over my process and take the

necessary action at an appropriate time.

(Refer Slide Time: 02:56)

 (Refer Slide Time: 03:02)



So, we have talked about various QC tools and it is importance and now in this particular

lecture we want to discuss common causes assignable causes of variation, objectives of

SPC, type I and type II error in control chart and analysis of the patterns in control chart.

So,  now here  type  I  and type  II  error  again  we will  discuss  when we talked  about

hypothesis testing they have already discuss this particular topic in detail, but type I and

type II error is the heart of designing the control chart. So, once again we will try to

appreciate it.

(Refer Slide Time: 03:40)



Now, before I begin with my slides and discussion let me just ask you a very simple

question is variability good or bad? So, you will say that; obviously, because there is a

variability we are doing all this six sigma, if the variability is reduced I will achieve the

six sigma my process is more centric towards the target and it would be fantastic. So, you

will say reduce the variability just to cut a joke let me ask you if I give you everyday

only rasagulla or only let us say [FL], only one item everyday for let us say 1 year would

you like you will not like. 

So, there you would like to have the variety some variability in terms of your dishes in

terms of your menu card. So, please understand variability is part and parcel of our life

whether it is a process, whether it is a product, whether it is the life we cannot get rid of

variability as I said measure your blood pressure in the morning it would be 110 by 70,

afternoon 120 by 80 may be evening 130 by 85 all is ok. So, long variability is within

control I need not to worry when the variability shoots a particular threshold value then

there is a matter of concern and I need to take the corrective action and doctor like doctor

will prescribe the medicine.

So, with this simple logic I would say that control chart basically is a graphical tool for

monitoring the process advocated and design by is Shewhart, so also known as Shewhart

control  chart  and  typically  you  try  to  draw  the  inferences  or  try  to  say  make  the

conclusions, comments about the control of the process by collecting the sample maybe

4 to 5 observations and over a period of time. 



(Refer Slide Time: 06:10)

So, just see this a typical control chart how it look like and this will give you a bigger

picture. So, I have the sample or subgroup here, I have the quality characteristic value

this quality characteristic maybe your blood pressure, it may be sugar level, it may be

specific diameter, it may be your customer waiting time. So, whatever case you may take

this is your quality characteristic value, you are the upper control limit, you are the lower

control limit and there is a central line. 

So, I would like to see that let there be a variability, but this variability should remain

within upper control and lower control limit, so long it is well within this prescribed limit

I need not to worry, I need not to disturb my process let it  continue if it crosses this

boundary,  then  I  must  think  about  some  corrective  action  I  will  not  say  take  the

corrective action I must think I must express my concern.

 (Refer Slide Time: 07:25)



So,  you have  the  various  benefits  to  be  realize  through control  chart,  when to  take

corrective action, type of remedial measure you can also conduct the process capability

analysis we have done and possible means of quality improvement. If you recall you can

only conduct the process capability analysis, if your process is in the state of statistical

control. 

Now if  your  process  is  not  in  the  state  of  control  you  cannot  conduct  the  process

capability  and  you  cannot  calculate  your  CP  CPK  CPM  PP  PPK  PPM  and  other

measures. So, here also you need the tool to put your process in the statistical control, so,

that the process capability analysis and other subsequent inferences can be drawn.

(Refer Slide Time: 08:20)



So, just see that broadly you have common or chance or random. So, I put here that it

could be chance, it could be common, it could be system fault something like that, so you

have chance or assignable cause assignable or special. So, please remember that if the

variability is just because of some randomness, its by chance, its random, it is a common

cause you need not to worry. For example, you are receiving the steel plate and this steel

plate; obviously, we will have some variation in the thickness, but this variation is well

within the limit, so its this variability is accepted.

Assignable  cause  suddenly,  you  see  that  your  particular  value  of  your  quality

characteristic  is  going something too high or in terms of control  chart  crossing your

upper control limit let us say then there could be an assignable cause maybe because

your process got disturb, you are bearing is worn out, your operator is unskilled or that

are other reason because of which your assignable cause is detected. So, chance cause,

random, cause common, cause I am not worried assignable cause yes.

(Refer Slide Time: 09:47)

So these are the couple of issue specific to common cause. So, something inherent to

process, natural variation in the process and inherent part of the process and typically 85

percent of the problem are due to common causes and can be solved by drawing the

attention of the management. 



(Refer Slide Time: 10:12)

So, they can help you to address the common causes, now just see here this is something

interesting you have the mu 0. Now you have the mu 0 line, this is the initial set value of

your process you have LSL and you have USL these are your specification limits.

 Now, if you just see here then in this particular region only chance causes of variation

present  in  your  process  is  well  control  process  is  well  controlled.  Now  what  is

happening? You just see that there is some assignable cause and process is out of control.

So, you were within the control up to this, now if you just go ahead you will see that

your process has gone out of control. 

When you see this assignable cause 2 is present process is out of control, so maybe you

have more assignable causes present 3 is present and just see that your process is not

only going in this direction with respect to mean value you have mu 1 greater than mu 0,

you have mu 2 less than mu 0 may be on the other side, but also here you can see the

variability is also increase. So, sigma 1 is greater than sigma 0; sigma 0 is your initial

process variability.

So,  you  have  a  very  clear  cut  picture  that  you  do  not  have  any  assignable  cause

randomness or variability is only because of chance here you have assignable cause 1,

cause 2 and cause 3 and you can see that the variability change is your mean is shifted

and this kind of issues demands immediate attention. 



(Refer Slide Time: 12:04)

So, purpose of using control chart is to keep my process within the control and identify

the assignable causes separate them out from the chance causes and to see that I can

really figure out an appropriate option to address my assignable cause. 

(Refer Slide Time: 12:26)

So,  objective  is  very  clear  is  to  reduce  the  process  variability  or  keep  the  process

variability within the control.



(Refer Slide Time: 12:35)

Just see this  what is  the procedure of implementing  control  chart?  So, you have the

process,  you have  the  problem variation  or  variation,  you have  the  measurement  or

observation, you have the data analysis, you have the evaluation, then find root cause,

formulate action take action. Now this is the process which is after intervention, once

again go for these keep doing this if you encounter assignable cause. If it is only because

of common cause take a turn from these and just go to measurement of observation and

keep plotting your readings.

So,  once  again  see  that  if  my  process  is  going  in  this  direction  and  if  there  is  an

assignable cause point is going out of control limit then add up this path have the set

correction and then after treatment after correction or post say intervention rather I will

say once again check this. If it is only common cause keep collecting data plotting it and

keep an eye on the health of the process. 



(Refer Slide Time: 13:56)

 (Refer Slide Time: 14:01)

 So, this is what exactly we try to do. So, you have the control chart graphical display,

you have the central line, you have the central line control chart centre line, this is the

central line average value your upper control limit and lower control limit, so this is your

upper control this is your lower control limit and this is exactly what I want as a part of

my control chart. 

So, you have to select the control limit a little statistics have presented here, that let us

say theta is the mean diameter of the part you are interested in theta hat would be the



sample mean diameter that is the estimate,  so your population,  your sample we have

studied this concepts in detail and extensively used.

Now, I can use this expression that what is the expected value of my mean diameter E of

theta hat that will be my central line, then I put my control limit at plus or minus 3 sigma

the reason is for all the manufacturing industry 3 sigma limit gives me the best tradeoff

between type I and type II error. So, always remember that why we usually choose plus

or minus 3 sigma limit as upper control limit and lower control limit, it gives me the best

tradeoff between type I and type III error. 

So, type I error and type II error you all know that say if I am punishing the innocent or

let us say if I am accepting the guilty, then I will be encountering either type I or type II

error. So, I have the estimated value of theta hat that is the mean value plus k; k I will use

generally 3. So, plus or minus 3 sigma apart from the central line and the reason I told it

gives me the best (Refer Time: 16:58) of between type I and type II error and this is the

LCL. So, I will set my tool at upper control limit, lower control limit with respect to

centre line. 

 (Refer Slide Time: 16:12)

So, now what control chart show is the process in control, is the pattern of variation

stable or unstable and is there a shift in the average or does the output from the process

meet specification.



(Refer Slide Time: 16:25)

So, there is a difference between control limits and the specification limit remember very

very clearly. Control limits are determined are used to determine if the process in a state

of statistical control or not and specification limit are used to determine if the product

with function in the intended fashion or not. And a specification limits basically you get

from the customer by capturing the voice of customer, control limits they are set based

on the statistical analysis to check that whether my process is in control or not. 

(Refer Slide Time: 17:10)



So, please do not confuse between these two and what you can see here? That a control

chart typically plotted like this you have the time, you have the central line upper control

limit,  the another one upper control limit  x bar CL x bar. So, you have a point on a

control chart is not necessarily a single measurement of the quality characteristics. You

can plot you on the multiple measurement just see here that you have this readings and

this is my process mean. So, you can have subgroup size variation also and that way you

can consider it and plot the control chart. 

(Refer Slide Time: 17:52)

So, now just see here that usually I deal with the sampling distribution and I try to say

plot the values of x bar that is the average of sample particular sample. So, suppose in a

sample or subgroup you have some 5 readings of the productivity 100, 20, 40, 50, 70, 80

you just  check the  average  of  this  summit  of  divide  by 5,  this  will  be your  sample

average. 

So, when you are dealing with the distribution of sample of subgroup x bar, then your x

bar is normally distributed with mean mu and obviously, as per central limit theorem say

variability  or  variation  sigma  square  divided  by,  when  you  are  dealing  with  the

individual distribution instead of plotting my x bar value I plot individual observation

then my x i is normally distributed with say mu and sigma square mean and variance and

this is my time and mm.



Now, you just see here this upper control limit is at a distance of 3 sigma by root m or 3

standard  deviation  this  is  another  limit  2,  this  is  another  limit  1,  we  will  see  the

significance of these two limit, but mainly you are concerned with the upper control limit

and lower control limit  which are placed at 3 sigma for analyzing the health of your

process or whether your process is in control or not statistically. 

(Refer Slide Time: 19:30)

So, this is the variation of the process individual x, as a mentioned you can plot the

values of x bar or you can put the x. So, here you are putting basically the values of x for

particular year let us say individual data x and x bar is basically sigma x i divided by n.

So, you can find out some x bar value or put an central line here and this is your plotting

of the individual value. 



(Refer Slide Time: 20:01)

 (Refer Slide Time: 20:04)

Yearly average data again you are putting the individual value, this is your x bar chart

because I am putting the average values of the sample and you have the upper control

limit, lower control limit and the mean. So, fine I think this would have at least give you

given you some idea that how your particular say control chart looks like.



(Refer Slide Time: 20:28)

Now I am not going away from my inferential statistics and hypothesis testing, here also

it is valid and what I say that my null hypothesis is true if mu is equal to mu 0. And if

there  is  a  shift  in  the mean,  it  means there is  some deviation  because of which my

process may go out of control and I can encounter the points out of the control limit.

Then there is the reason to say that some assignable cause is present.

So, hypothesis testing as a rejection region you can see alpha by 2; alpha by 2 even with

respect to your upper control limit and lower control limit and H 0 is rejected, if the data

fall in the rejection region. So, extensively we have done this hypothesis testing, but if

you recall that time we were referring the critical value from the table Z value t value and

we have the calculated value, we were trying to see either the critical value or p value,

that whether it falls in the rejection region or acceptance region and based on that we

were taking the decision.

Here also you have this critical value, but this critical value is in terms of upper control

limit and lower control limit and if you find that point is falling outside this; outside this

then it is in the rejection region. It means you reject null hypothesis status q it means that

there is no shift in mean, actually there is sub shift in the mean of the process. 



(Refer Slide Time: 22:14)

So, you have 2 errors just too little bit repeat again type I error and type I error results

from  inferring  that  a  process  is  out  of  control  where  it  is  actually  in  control,  the

probability of type I error is denoted by this is 2 tails alpha by 2 plus alpha by 2 is alpha.

Let me give you a very simple example, that today you went to a school or your college

or those who are married people say you went to home after an extremely tiresome day

and let us say you have some conflict with your teacher or with your wife or husband I

am not gender biased. 

So, now, after having such conflict you will check your blood pressure and you will find

that it has shooted. Now, it is in the rejection region and I will say that yes I have got a

blood pressure problem, but it is not. So, you would understand that I may commit a type

I error and say that the process is out of control, blood pressure has increased it means I

have become a permanent the patient of blood pressure, but it is not. So, your process

you say that out of control, but it is within the control this is my type I error. 



(Refer Slide Time: 23:46)

So, now, same way you can interpret the type II error that my process I say that it is

within the control, but actually it is out of control. Just see the another example, that

many people they ignore the health issue and some days suddenly they experience the

heart attack. So, you do not encounter the heart attack just like that you might have been

exposed to very high blood pressure, sugar level and many other factors and then 1 day

you may realize that your heart has gone weaker and you encounter the heart attack. 

So, you are just ignoring, so here I say that my process is in control, but actually it is out

of control, so this is my type II error. So, both are dangerous if you are type doing type I

error  you will  unnecessarily  take  corrective  action  when actually  your  process  is  in

control,  if  you are having very high type II  error you will  say that  I  am actually  in

control, but the process is producing defective items. 

So, both type I and type II you have to balance it out have a trade off and this is basically

ultimately say when I said to my limits plus or minus 3 sigma, I get the proper idea about

the health of my process whether it is in control or not and as I mention 3 sigma limits

give me the better tradeoff between type I and type II error and that is why usually I go

for plus or minus 3 sigma limit. 



(Refer Slide Time: 25:20)

 (Refer Slide Time: 25:27)

So, this is exactly your type II error you can have an illustrative example, that a control

chart is to be constructed for the average breaking strength of nylon fibers. Sample of

size 5 or randomly chosen and process mean standard deviation are estimated to be 120

kg and 8 kg. If the control limits are placed at 3 standard deviation, then what is the

probability of type I error?



Now, when I talk about type II error there is a shift in mean. So, let us say there is a shift

in process mean 225 what will be the type II error? What is the probability of detecting

the shift by the second sample? And this is what I would like to analyse.

(Refer Slide Time: 26:04)

So, type I error this is my mu 120 and 8, this equation is well known to you X bar minus

mu by sigma. So, I am plugging the values and I get the minus 3, so will say my type I

error is 0.0026. So, this is the probability of my type I error, that I would commit a

mistake saying that my process is out of control in this case my mean is typically say this

is my mu bar my process is out of control when actually it is in the control.



(Refer Slide Time: 26:44)

 (Refer Slide Time: 26:47)

Now, this is a type I, type II error you can compute very easily just see that I want to find

Z 1 I want to find Z 2.



(Refer Slide Time: 26:52)

So, 130.733 minus 125 this is the process mean, 109.267 minus 125, so I will find this

particular Z 1 and Z 2 and corresponding probability I will subtract it from 1, so that will

basically give me the region because it is 2 tailed. So, I have found this two Z 1 and Z 2

you can see here that it is 109 and 130. So, I will have this is the 120, that is a shifted

mean 125. So, I use this value I can find out the 0.000 plus 0.0548 is basically my type I

error when is subtract it from the 1 I get 0.9425 that is my type II error.

 (Refer Slide Time: 28:02)

 (Refer Slide Time: 28:11)



So, with this I can have the type II error, so exactly that is what I have done here. So, you

have type II error and total probability is this, so there are 2 broad methods of checking

the performance of the control chart. Again going with the example of blood pressure

you are checking your blood pressure, but the instrument itself  is faulty and you are

getting 180 blood pressure you are making and actually it is 120, so making huge type I

error. 

So, when there is an error there must be some mechanism by which I can check the

performance of my control chart, my tool I can calibrate it. So, here you have 2 methods

one is OC curve, other is average run length. 

(Refer Slide Time: 28:51)



So, the first is OC curve,  so typically  your OC curve basically  indicates  what is the

discriminatory power of your control chart? It means measure of goodness of the control

chart. Will it really identify the bad point or the assignable cause separate it from the

common cause or not and this is the role of my typical OC curve. 

(Refer Slide Time: 29:16)

So, I have just put various characteristics of the OC curve that it plots the probability of

type II error versus the shift of a process parameter. Enables us to determine the chances

of not detecting a shift  of certain magnitude,  similar to an inverted S curve and this

typically OC curve as an ability to detect change quickly. So, if there is a small shift in

the process, then the probability of non deduction must be high it means immediately it

should not trouble you and if there is a large shift in the process mean then probability of

non deduction should be low, so that assignable cause can be rectified.



(Refer Slide Time: 30:02)

So,  you can just  see the example  that  a  control  chart  it  is  to be constructed  for  the

average breaking strength same example 5 are randomly chosen samples and estimated

say  mean  and  standard  deviation  120  kg  and  80  kg,  so  construct  the  operating

characteristic curve.

(Refer Slide Time: 39:20)

So, here I am just showing you the table that this is what is the shift in the process mean

and these are the Z values at UCL Z 1 area above UCL, so you can easily find from the Z

table the corresponding probability for a given Z value; Z value and LCL, area below



LCL and probability this of non detection beta that is type II. So, you can easily compute

this and once you have compute all this, then you can put it on the graph.

(Refer Slide Time: 30:58)

So,  process  mean;  process  mean  and  the  probability  of  non  detection,  so  this  will

basically help you to see that to what extent it is discriminatory. So, let us say if there is a

shift in the mean and suppose if this is the probability, then and suppose if I just plot

another OC curve and then just see that the magnitude is very high. 

So, stiffness of the OC curve basically decide the discriminatory power, I do not want to

say that my OC curve should be extremely discriminatory if it is then I will be making a

huge type I error, that even I do not want I must have a reasonable OC curve which can

give me the balance between type I and type II error. So, it can detect the assignable

causes  and  simultaneously  do  not  miss  guide  me  when  I  do  not  have  to  take  the

corrective action.



(Refer Slide Time: 32:03)

Now there is another measure which is useful in checking the performance of my say

control chart and this is called average run length. So, on an average how many samples

you need to take to detect? That there is a change in the process or there is sub shift in

the mean. Again I am repeating on an average how many sample you need to collect to

detect a change in the process?

(Refer Slide Time: 32:33)

And this  is  typically  called average run length and it  is  expressed as P d denote the

probability of an observation plotting outside the control limit. The run length is 1 the



probability is P d, if it is 2 1 minus P d and Pd you have the probability knowledge, 3

with probability 1 minus P d square into P d and typically this series can be captured as j

is equal to 1 to infinity j 1 minus P d raise to j minus 1 into P d. 

(Refer Slide Time: 33:06)

So, you have typically the expression when you put the series in a simplified manner and

you can see here that what exactly I am doing? Process safety mean in units of sigma.

So, some sigma there is shift in mean and there is the average run length to detect the

shift.

Now, suppose you are using let us say sample 2 and let us say there is some shift in

mean, then you can say that on an average how many sample you will need to detect this

particular shift?



(Refer Slide Time: 33:40)

So,  this  is  your  another  measure  and you would be happy to see some analysis  the

process in control we prefer the ARL to be large because an observation prodding outside

the control limit represent a false alarm [FL], I do not want to improve upon my detect

ability because my process is in control. 

So, I would be happy with the ARL to be large it means on an average more number of

samples let it be there before I really detect the change, but for an out of control process

it is desirable for the ARL to be small means the length of my ARL must be small. So,

that has assignable cause can be detected as early as possible. 



(Refer Slide Time: 34:25)

This is just the example, that average breaking strength of nylon fiber, sample size is 5

and you have the calculated beta value that is the probability of non detection type II

error and you have computed the ARL, so just see this table and what I have done?

(Refer Slide Time: 34:42)

These are the mean this is the same table we have used, these are the corresponding beta

value which we have already computed, this is the shift in the process mean in unit of six

sigma x bar. So, let us say I am saying that my mean is shifting by 1 sigma, 2 sigma, 3

sigma, 4 sigma.



Now, this is shift in process mean in units of sigma, just for your understanding I have

put here how this value has come 0.4472. So, my process mean or set value target value

is 120, there is some shift let us say 123.578. So, I am subtracting 123.578 minus 120

dividing by the standard deviation that is 8, so I will get 0.4472, so this is the shift in

process been in units of sigma. Once I have done this I can compute my P d value, this is

the  probability  of  detection  and  once  I  have  done  this  I  can  compute  my ARL,  so

Average Run Length. 

Now what do you see here? You see that when there is a small change shift in the mean

in terms of sigma my average run length is larger means, I will not end up with a false

alarm that detection will not be very fast. Similar way when the change is higher my run

length reduces for 4 it is 1.19, 5 it is 1.02 6 means on an average at every sample if there

is a six sigma shift in the mean every sample will detect this change, give me the alarm

that is an assignable cause I need to correct it in order to bring my process back into

statistical control. 

(Refer Slide Time: 36:37)

 (Refer Slide Time: 36:38)



There are warning limits also and if you recall I say that you have upper control limit,

lower control limit and you are also setting some limit say 2 sigma, so these are warning

limits. So, here my logic is very simple why should I wait till I get the heart attack?

Should I not have some warming or should I not have some indication that yes, there is

an opportunity to correct instead I stop the machine and say entire shut up and go for the

corrective action. 

So, this will yield a bigger cause revert rejection, so warning limits are extremely useful

in this condition. When I understand that my process is new, it is variable, it has lot of

ups and downs then I can even said the warming limit to get hold on the situation at the

early stage and before my process goes out of control. 



(Refer Slide Time: 37:33)

So, there are certain rules for the selection of the rational sample and it says that the

within  sample  variability  it  should  be chosen in  such a  way that  variation  within  is

considered to be only due to common causes and if special causes are present they will

occur between the sample.

(Refer Slide Time: 37:54)

So,  these  are  some of  the  strategies  small  samples  at  short  interval,  problem prone

processes, if processes are good then longer interval can be chosen and likewise.



(Refer Slide Time: 38:06)

 (Refer Slide Time: 38:11)

So, typically you can also do the analysis of pattern in control chart. So, just see this

process is assume to be in the control and if everything is within, but here the point is

falling out side. So, it is out of control and I have to take some corrective action. 



(Refer Slide Time: 38:27)

We can  see  the  other,  process  is  assume  to  be  out  of  control  if  two  or  the  three

consecutive points fall outside the 2 sigma and you can see it very well here. So, three

out of two they are falling outside the 2 sigma warning limit there is something wrong

with my process.

(Refer Slide Time: 38:45)

You can see that process is assume to be out of control if, four out of five consecutive

points fall beyond 1 sigma limit, this is another limit that is 1 sigma and this is the case



that five consecutive points, so you can very well see here that they fall within the 1

sigma limit sorry outside the 1 sigma limit this is the region. 

(Refer Slide Time: 39:10)

Similar way, you can see that this is again the indication of out of control if nine or more

consecutive points fall to one side of the central line then you can see this is the central

line and you have the points, this is the central line you have the points falling just on the

upper side of the centre line. 

 (Refer Slide Time: 39:33)



So another case if there is the run of six or more consecutive points steadily increasing or

decreasing, again all this case you see they are within the upper control and lower control

limit, but still the process is out of control there is some assignable cause because some

peculiarity is observed. 

(Refer Slide Time: 39:55)

So, just think it what are the rules for describing an out of control process? How do you

detect  the  type  I  and  type  II  error?  How  do  you  calculate  the  ARL?  What  is  the

importance operator and characteristic curve? And so on.

(Refer Slide Time: 40:07)



 (Refer Slide Time: 40:09)

These are the references you can use. So, with this we can conclude that control chart

will only detect assignable causes management, operator, engineer action will usually be

necessary to eliminate the assignable causes. And you must have a sound control chart

mechanism to see that you can take the action when it is really required and you allow

the process to continue without interruption when this is actually not required.

 So,  you need to  have an  appropriate  tradeoff  between type  I  and type  II  error  this

actually you get at plus or minus 3 sigma, in order to be more precautionary you said the

plus or minus 1 sigma limit you said the warning limit plus or minus 2 sigma and take

the corrective action. 

You even do not ignore some of the patterns emerging when the points are well within

the control limits and that may give you the early indication that your process has some

problem.  So, thank you very much for  your  interest  in learning the key concepts  of

control chart, now we will go ahead with our discussion in this topic in detail.

Thank you very much till the time keep revising be with me enjoy.


