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Lecture - 30
Hypothesis Testing: Two Population Test

Hello friends, we are going through our Six Sigma journey. And typically we are
discussing the analysed phase of DMAIC cycle. And we have already advanced in our
discussion on hypothesis testing. We had seen the concepts; we had seen the hypothesis
testing for single population. And this lecture 30; we will basically try to help to
appreciate Hypothesis Testing for Two Population Test.

So, the concept will remain same and the general steps that we have follow in the
hypothesis testing will remain same. But it would be done for two populations; I am
interested to compare or to check the fact for two different population. And this could be
let us say you are receiving the material from two different vendor, and you want to
check that whether the percentage defective from vendor 1 vendor 2 are the same or they

are different.

Or let us say you want to check some fact about the people who are less than 30 years of
age, more than 30 years of age, or let us say you want to check some gender specific fact
then male versus female. So, you have two different population of interest. And I want to
test the hypothesis for the comparison of this two different population and this is called

my hypothesis testing for two population test.
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So, once again you are reminded that scientific science is advanced by proposing and

testing hypothesis, not by declaring questions unsolvable.
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Recap

O Hypothesis testing for a Single Population Mean using
% 7 statistic
% t statistic

% For Proportion

So, we had seen the z statistic, t statistic, and for proportion in the previous lecture.
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Concepts Covered:

How to use hypothesis testing for comparing the
difference between
O The means of two independent populations
CONCEPTS COVERED UThe proportions of two independent
populations
UThe variances of two independent
populations by testing the ratio of the two
variances
UDependent (Related) Samples
(Same group before vs. after treatm!

Now, this lecture we would basically like to focus on two population test where we have
four different cases. Case number 1: the means of two independent populations I want to
compare. Number 2- the proportion of two independent populations. Number 3- the
variance of two independent populations by testing the ratio of two variances. And

number 4- dependent related samples same group before versus after treatment.
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Comparing two populations: Some Examples

* |s there a difference in the mean number of defects produced on the
day and the afternoon shifts in a production line of a company?

* |s there a difference between the mean starting salaries for a
population of men and population of women with the same
qualification?

* |s there a difference in the mean number of days absent between
young workers and older workers in the automobile industry?

* |s there an increase in the production rate if music is played in the
production area?

So, just try to create your interest in this particular topic. Just see that what could be the

questions that may prompt you to go for such kind of hypothesis testing for two



population. Say is there a difference in mean number of defects produced on the day and
the afternoon shift in a production line of a company. You want to investigate; your
production line is same manufacturing setup is same, but there could be influence of

workers skill or some other parameter issues.

And is there really a difference so for the defects are concerned in the morning shift and
in the afternoon shift. Is there a difference between the mean starting salaries for a
population of man and population of women with the same qualification? You want to
check is there a gender bias? Or is there a preference for one particular gender and is
there a difference in the average salary. Then is there a difference in mean number of
days absent between young workers and the older workers in automobile industry it is

also interesting.

That you are the young worker and older worker when you just go by the number you
will say fine young worker they were say 27 days absent on an average and the old
worker let us say 35 days. But this is just the number descriptive statistics mean I am not
making any inferential analysis this could be statistically different this could be same.
So, I want to check is there really a statistical evidence available that; average number of

absenteeism young worker and the old worker there is a difference.

Is there an increase in the production rate if music is played in the production area very
interesting can that have a soothing effect a positive effect on the behaviour skill of the
worker and that can help them to improve the say production or the productivity. So,
these are some of the interesting questions that you would like to investigate through two

population test.
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Imperatives!

* The two sample test is similar to the one sample test, except that we
are now testing for differences between two populations with respect
to some population parameter rather than a sample and a population.

» The Question to be Answered:

Is the difference between sample statistics large enough to conclude
that the two populations represented by the samples are significantly
different?

How to find statistically significant differences between
two populations?

:

So, the imperatives are there two sample test is similar to one sample test. As I said there

would not be any difference in the procedure and hence I would not spend too much time

on explaining the critical value p value concept. I would more focus on the real life

application and the interpretation part in this lecture.

So, the question to be answered; is there a difference between sample statistics large

enough to conclude that two populations represented by the samples are significantly

different. So, we have already read some of the interesting questions that can really help

you to appreciate the importance of hypothesis testing for two population.
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Difference in Two Population Means (pu1- p2)

using independent random samples
Population 1 Population 2
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Sample 1: sample2:

Size = n, and sample mean X; Size = n, and sample mean X,

v The two populations represented by X, and X; are independent.
v Point estimator of p, - p, is the difference in sample means X, - X,

Just see this to get a better idea, you have basically difference in two population mean
mu 1 minus mu 2. And using independent random sample let us say; we have population
1 and population 2. You have sigma 1 square for population 1 sigma 2 square for
population 2. This is my mu 1, this is my mu 2 and I am drawing this sample 1 for

population 1 sample 2 for population 2.

So, two populations are represented by X 1 X 2 which are independent and mu 1 minus
mu 2 is the difference in the mean X 1 bar and X 2 bar. So, I want to check compare my
claim for two different populations which are independent. And this is what exactly we

would do in this particular lecture.
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Two-Sample Tests

Two-Sample Tests
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|y Case2 ' Case 3 Cased N
A PUT:L:"::WE:% Papulation Population Population Means,
p Praportions Variances Related Samples
Samples | |
Examples

Group 1 vs. Proportion 1vs. Variance 1 vs, b:;m lmf:
Group 2 Proportion 2 Variance 2 o

P | | | s ~ treatment

Let me give you the frame work of this particular lecture and what are the different cases
which I would like to discuss as a part of hypothesis testing for two population test. So,
case 1 we have population means and independent samples group 1 versus group 2.
Suppose average performance of the boys in the school may be higher secondary and
average performance of the girls in sports in the higher secondary is there a really

significance difference or they are same?

We have seen average salary for male average salary for female production in the
morning shift, production in the afternoon shift. So, this would fall typically in the first
case that is population means independent samples. Now just see the case 2 population
proportion as I have explained previously number of success and what is that proportion
that something is happening some number of time and I would like to compare
proportion 1 with proportion 2 and not the two means as we are doing in the case 1. Now

you have case 3.

So, many a times the variance is of interest and I want to check the variability present in
the population 1 and the variability in the population 2. So, I want to compare variance
one versus variance 2 by taking an appropriate sample and this is my case 3. When I say
case 4 population means related samples same group before or after treatment. Now this
would be really interesting suppose you are implementing a six sigma program for a

particular function or process.



Now you want to see that is there really a reduction in the defect rate after implementing
a six sigma program. So, you have the before data you have the after data and then you
would like to check it. Similar way you can think that there are patients suffering from a
particular viral disease they are given the antibiotics and you want to see the

improvement in their symptom.

So, you have the same group before and after treatment and you are interested to
compare this two. And here these two before and after are treated as two different
population. So, with this broad classification let us try to discuss each particular case

with some real life example.
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Case 1

| Hypothesis Testing for
\ Population Means,
~__ Independent Samples

il

So, case 1- hypothesis testing for population means independent samples.
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Difference in Two Population Means (p1- p2)
using independent random samples

E(F,~ )= E(F)- E(F.)= '@
\1 v
If two samples are independent /

So, just I would like to present little bit mathematics. So, you have expectation E stands
for expectation X 1 bar minus X 2 bar is expressed as expectation of X 1 bar minus
expectation of X 2 bar. And in statistics we say that expectation of X 1 bar is mu 1.
Means expectation of x bar as per central limit theorem is close to mu. So, I have mu 1

minus mu 2 as expectation of X 1 bar minus X 2 bar so this is mu 1 minus mu 2.

Now if two samples are independent; variance of X 1 bar minus X 2 bar would be
expressed as; variance of X 1 bar plus minus 1 square variance of X 2 bar sigma 1 square
divided by n 1 sigma 2 square divided by n 2 as per central limit theorem. Typically
suppose you have two variable then variance of y 1 minus y 2 is typically expressed as
variance of y 1 plus variance of y 2 minus co variance of y 1 into y 2. Because you have

these two events y 1 and y 2 independent my covariance is basically 0.

So, it is expected that you have some basic knowledge of statistics, you should revise the
suggested book. And on this logic I have variance of X 1 bar minus X 2 bar is equal to
sigma 1 square divided by n 1 plus sigma 2 square divided by n 2. And typically you can
express your standard error as sigma X 1 bar minus X 2 bar which is equal to square root
of sigma X 1 bar plus sigma X 2 bar. And this is basically the square root of sigma 1

square divided n 1 plus sigma 2 square divided by n 2. So, this is what we say.
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Difference in Means, Variances Known

* Sampling Distribution of the variable Y - X, follows
normal distribution, i.e., J_/

r @ Al a @, \
s When (§-%)-%p-& S I

* Both populations are normal 1/
or Vi Crg A Oy A5
* Bothn, =30andn, =30 (Central Limit Thenrehn:}.“ a
» This result will be used for tests of hypotheses and
confidence intervals on y;-y,, when o, and g, are known. | \

The statistic
7= X=X -(m-n)

7

yoy  / g

Now, you have two populations. So, I want to check the difference in mean and suppose
variances are known. So, variances are known means | am aware about the population
variance and I want to say that my sampling distribution of the variable X 1 bar minus X
2 bar follows the normal distribution. So, please understand that a distribution typically

represents the behaviour of a particular random variable studied over a period of time.

And here I measure the random variable as X 1 bar minus X 2 bar. So, this is my
sampling distribution for X 1 bar minus X 2 bar. And that is why here it is expressed as
mu minus mu 2 that is population mean. And sigma X 1 bar minus X 2 bar minus sigma
X 1 bar minus X 2 bar. So, both population are normal both n 1 is equal to 30 n 2 is equal

to 30 central limit theorem can be applied.

And your typically standard normal z statistics can be computed as basically z is equal to
x bar minus mu divided by sigma. Same thing is basically transcribed here as X 1 bar
minus X 2 bar. Because I am considering X 1 bar minus X 2 bar as my random variable
so X bar minus mu 1 minus mu 2 bar equivalent to minus mu divided by my standard

deviation. So, this approaches to standard normal. And this is my test statistics.
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Confidence Interval on a Difference in Means
[Variances (0,? and 0,2 ) Known]
= The 100(1 -a )% confidence interval on the difference in two
means y,=pl, p l= . Y,
( _<_ \: e J_ . A o

or \ : /

* This can be rearranged as ‘

X-X-z, £+—<;g 1:,<X -X,+z,
Noon o

’J

So, now I can also create the confidence interval for plus or minus z sigma or k sigma.
And you can see here that [ want to find the probability which is probability of minus z
alpha by 2 less than z less than z alpha by 2 it should be 1 minus alpha. So, I want to
typically find a region in this particular normal distribution. So, I have this alpha by 2 I
have this alpha by 2 I am interested to find 1 minus alpha region this particular region.

And say probability when I convert this into standard normal you can see this is what we
had.

So, this particular quantity is my standard normal z statistics minus z alpha by 2, z alpha
by 2 is equal to 1 minus alpha. So, you can just do little bit iteration to convert this
expression simply having mu 1 minus mu 2 in the centre. And you will find that this is
the expression after rearranging gives me the probability that what is that particular
confidence interval which gives me 1 or minus alpha region. So, this is what we can do

as confidence interval.
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Confidence Interval on a Differ

[Variances Known]
* If X, and X, are the means of independent random samples of sizes n,
and n, from two independent normal populations with known

variances o,? and a,%, respectively, a 100(1 - a )% confidence interval
for p, =, is

ence in Means

X-X,-1,, e <ty <X, -X,+2,, ili+£
R non
= where z,, is corresponding to the upper a/2 percentage point of the
standard normal distribution.

‘ = The confidence level 1 - a is exact when the populations are

normal. For non-normal populations, the confidence level is
approximately valid for large sample sizes (n, 230 and n, 230).

Now, you can have confidence interval in mean for variances known. Now here I assume
that my variances are known about the population and if X 1 bar and X 2 bar are the
means of independent random sample of size n 1 and typically n 1 from two independent

normal population with known variance.

Then 100 1 minus alpha percent confidence interval for mu 1 minus mu 2 can be
constructed like this. So, you only need to follow the same procedure in order to get the

confidence interval for the given situation.
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Choice of Sample Size
[Variances (0,? and 0,% ) Known]
* Two sample sizes n,and n, are equal (n,=n, =n, say)

* For given maximum margin of error, E -

* Minimum Sample size at confidence level 1 - g, is given by



Now, you have the sample size to be determined and for choice of sample size. Let us
say if | am aware about the variance sigma 1 square and sigma 2 square of two different
population. And two sample n 1 and n 2 let us say are equal and equal to n 1 is equal to n
2 is equal to n. So, for given maximum margin of error E this can be expressed as n is

equal to z alpha by 2 divided by E square plus sigma 1 square plus sigma 2 square.

We are not going into the details of derivation part. We accept some of the expressions as
it is in the standard form just in order to facilitate our computation and the investigation

for a typical real life problem through hypothesis testing.
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Confidence Interval on a Difference in Means
[Variances (0,2 and 0,2 ) Known] large samples

* Both sample sizes are > 30
* Population standard deviations are unknown

* Use sample variances to estimate population variances : Normal approximation
remains valid : X-X-(-m)

* The statistic is z value.

A

So, you have let us say confidence interval on a difference in means variance sigma 1

square and sigma 2 square are known in your large samples. So, as we have seen that
your typical say expression would follow X 1 bar minus X 2 bar minus mu 1 bar minus

mu 2 divided by s 1 square divided by n 1 plus s 2 square divided by n 2.

So, you have this sample standard sample variance for population 1 and as well as for
population 2. And you can create the 100 1 minus alpha percent confidence for mu 1

minus mu 2. So, we have different cases where we tried to.
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Confidence Interval on a Difference in Means:

Variances unknown, small samples
* Populations are normally distributed

» The population variances are assumed equal (7; = =7°), 50 use the
two sample variances and pool them to estimates”.

* the test statistic is a t value with (n, + n,- 2) degrees of freedom.
{‘fl = f:)_ (= 1,)

f=

The pooled estimator of o*, denoted by 5}, is defined by

L R TR Y,

5= L =

b {'h'”*’(":'”

mtn;=2

A

Say compute the z statistics t statistics and create the confidence interval. Now you want

to create the confidence interval on let us say mean for a small sample. So, when I talk
about small sample usually we refer to the student t distribution and your expression
would become something like this. So, if this is your t statistics X 1 bar minus X 2 bar

minus mu 1 minus mu 2 divided by s p which is called pooled variance.

So, s p square root of 1 divided by n 1 plus 1 divided by n 2 a standard expression of t
statistics we are accepting for the checking or testing of the hypothesis. And your pooled
variance is given by this particular expression n 1 minus 1 s 1 square plus n 2 minus 1 s 2
square divided by n 1 plus n 2 minus 2. Because I am considering 2 sample so I have to

consider the n 1 plus n 2 minus 2 as the denominator.
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Confidence Interval on a Difference in Means:

Variances unknown, small samples
A100(1 - & )% confidence interval for , - i, Is:

(X=X, )t tp s “'H

Where t,, has (n, + n, - 2) degrees of freedom, and

s, = \{(n. SR G

no+n, -1

The pooled estimate of the variance is a weighted average
of the two individual sample variances, with weights
proportional to the sizes of the two samples. That s, larger
weight is given to the variance from the larger sample.

So, you have 100 1 minus alpha percent confidence interval for mu 1 minus mu 2. And

basically it is your t because we are referring the small sample case t distribution.

So, basically X bar or mu plus or minus k sigma z sigma in case of t it is t sigma and

pooled variance is given by this. So, this is the standard procedure we follow.
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Confidence Interval on a Difference in Means:

Variances unknown, small samples
= Populations are normally distributed
» The population variances are assumed not equal (7 # 77 ).

* the test statistic t’” (X, - %)= (=) J

is approximately distributed as ¢, with degrees of freedom given by

f

£ ‘
\moon ) R
vje —— - called Smith-Satterthwaite dggrees of freedom
O ['\.I‘ “l) i (‘ ".‘) i —
n n,=1

3l e el

And you have another situation where; confidence interval on difference in means
variances are unknown. So, so far we assumed that I am aware of the variance of the

population. But many a times say particular phenomenon you are encountering first time



or little evidences is available little pass data is available. Then you are not very much

aware of the population variance in this case you will little bit modify the expression.

And your test statistic will become t dash express like this and you will consider nu
typically nu something called s 1 square divided by n 1 plus s 2 square divided by n 2.
And you have denominator s 1 square divided by n 1 whole square divided by n 1 minus
n 2 and this is also called Smith-Satterthwaite say degree of freedom. And this degree of
freedom you will use to find the critical value or the p value from your say t table

statistical table.
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Confidence Interval on a Difference in Means:

(0.2 # 0,2 )Variances unknown, small samples
* A 100(1 - & )% confidence interval for py = g, is:

Where £, has degrees of freedom estimated for t),
5 |: " \,‘ '
n!l n.‘
(si/m)  (s3/n)

=1 ny =1l
® Approximation, v= the smaller of n,-1or n, - 1.

@ ©

So, we have this particular 100 1 minus alpha percent confidence for my t when

]

variances are not known.
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Comparisons of Two Population Means:
Hypothesis testing

® Let D, be the hypothesized difference between p, and p,
® The three forms for a hypothesis test are as follows:

Left tailed test: Right tailed test: Two-tailed test:
Mgt py -y 20y gt py =y =0y Mgz py =y =y o
Wiy =py <Dy Hz py=py= 0y sy =py#y /,/; -
* In many applications, D, = 0. rd A\
Left tailed test: Right tailed test: Two-tailed test: /r/\ el
f \ \I \ & r
\ Illl'ﬂ |
He:py=py 20 He:py-py 20 Hepy-pp=0 J 7
Hypy-py <0 Hypy=py >0 Hyip=p 0 "\{/'
iy [ iy 1 4
Hgp zpy g <py g p =
Oy <py

gz py > py Uiy # 1y

i

And I have the situation like this that let D 0 be hypothesise difference between mu 1 and
minus mu 1 and mu 2 so typically mu 1 minus mu 2. So, D 0 is mu 1 minus mu 2 and I
can have different forms of hypothesis to be tested. I can say that X 0 is mu 1 minus mu

2 greater than or equal to D 0 or less than equal to D 0.

I can have right tailed test I can have two tailed test I can have say many applications
suppose D 0 is equal to 0 then; left tailed test right tailed test and two tailed test. So, you
just need to appreciate that depending upon your interest right tailed test two tailed test
you would like to set the hypothesis for checking your claim. So, we will see couple of

examples; so the idea would be better clear.
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Hypothesis tests for u, — p,

Population means, independent samples

-

_ a; and a, known _,l U test stntist) | _j"
i, and ny = 30 or both I normal ol A by

Use & to estimate

_/_ a; and a; unknawn, L, unknown g, approximate /

N | mondn, 230 witha 2 test statistic ¥
/
. A lw pooled standard deviation /
. oand "310 “;"h“"“"'l"-\“ll“i' | —"sr_'tn estimate unknown o, usea |
“/ < B W
Lilltadatl 4 .IM'FDFF’ 1 test statistic and s
1o, and g, unknuwn\n#u;? Use s to estimate unknown o, \ / o ®

71 n, oray <30, both pﬂpulall\im'ir;rnnllz_. npp.rmfimnto with t tlﬁt statistic based = !

~ /| [ Smith-Satterthwaite test -
B -

Now, just see that what could be the different situations in which we can refer our case 1.
We are with case 1 and we have population mean independent sample this is my case 1.
So, I can have a situation where sigma 1 and sigma 2 known means population standard
deviations are known and n 1 and n 2 greater than equal to 30. So, both the populations

are normal. You compute z statistic the guiding rule is that you compute z statistic.

You have sigma 1 and sigma 2 unknown so n 1 and n 2 greater than equal to 30. Use s to
estimate unknown sigma approximate with z test statistic; sigma 1 and sigma 2 unknown
sigma 1 square is equal to sigma 2 square, n 1 or n 2 less than 30 both population be
assumed to be normal. You go for t statistic because your sample size is less than 30 you
have sigma 1 and sigma 2 unknown sigma 1 square is not equal to sigma 2 square n 1 or
n 2 they less than 30 both population normal. You go for s estimate of unknown sigma

and approximate with t statistic based on Smith-Satterthwaite test.

So, this are the variance things you can see in this last two case that here; this two are
equal I would just like to draw your attention. Here this two are not equal so in one case
we are using the pooled standard deviation in another case you go with the t test statistics
based on Smith-Satterthwaite test. So, these are the standard guidelines to follow for

testing the hypothesis for two population independent of each other
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0, and o, known n, and n, > 30 or bot
population normal
||‘I lation means, independ | ‘

— :',::':‘",‘,ﬁ:f::, ) % The test statistic for [T

|| &, and 6, unknown, ( X! _“X2)_Dﬂ
nyand i, = 3 I E—
g
| o, and o, unknown, o,*=a,* T
n, or iy < 30, bath population normal ﬂl ’?2

a, and o, unknown, 0,%a,

| ny orm, < 30, both population normal

[

And the variance test statistics which I explained before I have just summarized here if
you have a case 1; this is the test statistic which needs to be computed for finding the

critical value, as well as finding the p value.
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0, and 0, unknown, small samples
0,2 = 0, both population normal

’ Population means, independent samples ‘

The test statistic for p, —p, is:

a, and g, known

B iy and ny > 30 or bath popalation normal ( F Y1 ) D
1=42)|=L,
Jom=
|| &, and 6, unknown, 1 ]
g nd my = 30 Ky +
\moom

7Z a; and o, unknown, “l’=‘721 * Where 1, has (m, +ny - 2) ., and

~ ny or 8y < M), bath population normal

a, and a, unknown, nﬁ#ﬁil 3

o 8y < M), bath population normal

Now second one is this one so, you have the case sigma 1 sigma 2 known this is your z
statistic you will make use of pooled variance. The third one; is the case where you have

sigma 1 square is equal to sigma 2 square you will use this as the test statistic.
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A unknown, small samples

0, and o.
01%# 62%, both population normal

|Po]1ulation means, independent samples |

The test statistic for p, —p, is:
| o, and o, known '_XL_XJ_DD
n, and iy = 30 o both population normal i = = el
T
-
|| oy and oy unknown, h
n, and 0, > 30 Where degrees of freedom of ¢, is given by
5,8
d know, g wvnoon
({0, and o, unknown, o,'=a, e [
n, or ny < 30, bath population normal (a; h i [s: . ]“
1 1 i M
o, and g, unknown, a,%¢a,! "=l "=l
- - il * called Smith-Stterthwaite test
i 1, 07 1, < 30, both normal | Approximation, v = the smaller of m, - | o,

@

And similar way you have fourth case; where sigma 1 and sigma 1 square and sigma 2
square are basically not equal. And you will go by this Smith-Satterthwaite test to check
your hypothesis to test your hypothesis.
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Hypothesis Testing for Two Population
(o1 and 62 unknown, n1 and n2 > 30)

So, we have some examples to discuss hypothesis testing for two population sigma 1 and

sigma 2 unknown n 1 and n 2 greater than or equal to 30.
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Z- statistic Test Example

A manager of multi-cuisine restaurant in Hyderabad offering Chinese, South
Indian and North Indian food claims that customer satisfaction score for his
restaurant is higher than the customer satisfaction score for a competitor's
restaurant. The mean customer satisfaction score for 49 customers for his
restaurant is 22.1 and the standard deviation is 4.8. The mean customer
satisfaction score for 44 of the competitor’s restaurant is 19.8 and the
standard deviation is 5.4. At =0.10, can the manager’s claim be

supported?

A

Let us say my situation is like this a manager of multi cuisine restaurant; in Hyderabad

offering Chinese, South Indian, North Indian food. And he claims that the customer
satisfaction score for his restaurant is higher than the customer satisfaction score for a

competitors restaurant.

The mean customer satisfaction score for 49 customer for his restaurant is 22.1 in the
standard deviation he found is 4.8. The mean customer satisfaction score for 44 of the
competitors restaurant is 19.8 and the standard deviation is 5.4 he wants to check his
claim that alpha is equal to 0.1 and he want to see that whether his claim is supported or

not.
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Two Sample z-Test for the Means

Ho' t < th \/ / /\V\Lzs

Hy: gty > gy (Claim) \// ST T

!Rci:uct.{.f.. :
The test statistic is
(X =X)= (=) (22.1-19.8)-0

=

%2161

2

3 3 3
5.5 48 54
', U}
There is enough evidence at the 10% level to support

the manager’s claim that the customer satisfaction
score for his restaurant is better.

So, I will not go too much into detail of explaining; how to find critical value and refer it
all this is well explained you have the hypothesis, mu 1 is less than equal to mu 2 it is
about customer satisfaction score mu 2 is greater than mu 1 this is the claim of manager.
And I want to check whether I am with H 0 or H 1. So, you will compute z statistic and

2.16 is the value. So, you will say that 2.1 and your z alpha is 1.28.

So, when you start from 0 your 2.161 is somewhere here and this falls in the blue region;
which is the rejection region. So, you will say there is enough evidence that ten percent
level alpha is equal to 0.1. Support the claim of the manager that customer satisfaction
score for his restaurant is better. So, he can feel satisfied that yes customers they are
more happy with my strategy, my offerings compared to the competitor. So, this is

something that can really give the confidence to the business and the managers.
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Hypothesis Testing for Two Population
(0, and o, unknown, 6,2=0,%, n, or n, < 30, both
population normal )

(

We can have another case; sigma 1 and sigma 2 unknown sigma 1 square is equal to

sigma 2 square n 1 or n 2 is less than 30 both population normal.
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Pooled-Variance t-Test Example

You are a financial analyst for a brokerage firm. s there a difference in dividend
yield between stocks listed on the BSE & NSE? You collect the following data:

BSE NSE

Number pil 25
Sample mean kN7 2.53
Sample standard dev. 1.30 116

* Assuming both populations are approximately normal with equal variances,
is there a difference in mean yield (¢ = 0.05)?

So, let us say another interesting case you have the stock exchange BSE and NSE.
Suppose I am interested to see or an analyst is interested to see that is there a difference
in dividend yield between stocks listed on BSE and NSE. So, he just said some data
crunching found let us say; 21 BSE and 25 say NSE share. Sample mean is 3.27 for
dividend and standard deviation is 1.3, 1.16 wants to check at alpha is equal to 0.05.
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Pooled-Variance t Test Example:
Calculating the Test Statistic

HO: =1y = 0 e (1 = )
HL: Wiy ® 0 e I"’I L I-‘xl

The test statistic is:

KX )G -w) 62 -28)-0
\/Sﬁ[nl ) “I ] \/|_502] [2l| ) 2]5]

g2 (=108 +(n,-1)8," (21-1)30 "+ (25 -1p16° 0o

P -+ (n,-1) 21 -1) +(25 -1)

So, now we can just compute the t statistic. So, this is my null hypothesis mu 1 minus mu
2 is equal to 0; mu 1 minus mu 2 is not equal to 0 it means there is not much difference
in the dividend yield by the BSE or NSE, null hypothesis says this and alternate says
there is a difference. So, I will compute here t for this case and comes out to be 2.040.
My pooled variance is computed with this expression which is already given to you and I

can take the decision.
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Pooled-Variance t Test Example:
Hypothesis Test Solution

Ho By 1o =0 Bt (= ) Reject H,
Hyt - 1, 20 e (g 2 y) Decision:
a=0.05 Reject Hat .=
df=21425-2=44 i
Critical Values: t = £ 2,0154

Test Statistic:
ol 327 -253 2040

1 Conclusion:
1.5021 (21 + 2 ] There is evidence of a

difference in means.

-2.0154 0 20154




So, here you will see that alpha is equal to 0.05 degree of freedom is 21 plus 25 n 1 plus
n 2 minus 2 is 44. So, my computed statistics 2.40 falls in this there is a evidence of
difference in mean. So, yes the dividend is different when you look at the stocks listed on
the BSE and NSE that is what my financial analysis says. And I reject the null hypothesis
so my alternate claim is true that is mu 1 is not equal to mu 2. It means there is a
difference in the dividend if I refer BSE and if I refer a stock on the NSE. So, this is

something really interesting.
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Pooled-Variance t Test Example:
Confidence Interval for p1 - p2

Since we rejected H, can we be 95% confident that g, > p?

95% Confidence Interval for pyg - g

w

"['—+ '—] - 0.74 £ 2.0154 % 0.3628 = (0.009, 1.471)
n, n,

And I can also have confidence interval on my X 1 bar minus X 2 bar for BSE and NSE.
So, you can use this particular expression X 1 bar minus X 2 bar plus or minus t alpha by
2. And you can see that whether my fall value falls within this will again yield the same

result for 95 percent confidence interval. That mu of BSE is greater than mu of NSE.
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Case 2

Hypothesis Testing for
AN Two Population
~~_ Proportions

I have case 2 so this is about two population proportion we have already discussed; the
case for single population proportion case here there is only a difference that it would be

two population proportion.
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Goal: test a hypothesis or form a confidence interval
for the difference between two population

proportions,

Assumptions:
Population proportions 25, ny(l-my)>5

nM,25, nyl-my) 25

The point estimate for the difference is

[

So, we will just little bit do it quickly. So, I have the proportion pi one minus pi 2 and |
have n 1 pi 1 greater than equal to 5. Let us say n 2 pi 2 greater than equal to 5. The point
estimate for the difference is p 1 minus p 2 and I want to check the difference in

population proportions.
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Two Population Proportions

In the null hypothesis we assume the null hypothesis is true, so
we assume 11, =1t and pool the two sample estimates

Population propartions The pooled estimate for the overall proportion is:
n,+n,

where X, and X, are the number of items of
interest in samples 1 and 2

So, this is how I can easily compute my p bar X 1 plus X 2 divided by n 1 plus n 2. And
X 1 and X 2 are the numbers of items of interest in sample 1 and sample 2. And I have

the sample size n 1 and n 2 so you can easily compute this.
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Two Population Proportions

The test statistic for
=M, isaZstatistic:

Population proportions

And here I would follow the Z distribution Z statistics for this and various values.
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Hypothesis Tests for
Two Population Proportions

Population proportions
Lower-tail test: Upper-tail test: Two-tail test:
Ho My 2T, Hpmsm, Hpmy =1,
Hyim<m, Hem>m, Hym #m,
ie., i.e, e,
Hyimy =1, 20 Hgimy =1, €0 Hg: -1, =0
Hyimy-m, <0 Him-m,£0

You can compute using these expressions. So, for a typical case maybe you can compute
the lower tailed test, you can compute the upper tailed test, you can compute the two

tailed test and would like to verify your hypothesis.

(Refer Slide Time: 31:37)

Hypothesis Tests for

[ [}
Two Population Proportions
| Population proportions

Lower-tail test: Upper-tail test: Two-tail test:

Hy 7 -1, 20 Hy 7y -7, 50 Hymy =10

Him =1, <0 Hy % -1 >0 Him =20
iy ; , Ly “Tufy L)
Reject Hy f Z < -2, Reject Hy if Zepr > 2, Reject Hy if Zegyy < 2,

O Lyyr > 1y

So, the decision rule we already discussed this is just kind of revisit. That if it is a lower
tailed test this will be your alpha and this would be your rejection region. This would be
alpha this would be rejection region this is divided by alpha by 2 and alpha by 2 and

same way the rule follows for proportion population hypothesis testing.
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Hypothesis Test Example:
Two population Proportions

Is there a significant difference between the proportion of men and the
proportion of women who will vote Yes on Proposition A?

* In a random sample, 36 of 72 men and 35 of 50 women indicated
they would vote Yes

* Test at the 0.05 level of significance

So, let us see the example is there a significant difference between the proportion of men
and the proportion of women who will vote yes on proposition a. Suppose there is some
policy and you want to check that will there be a difference on the proportion of yes and
proportion of no from men and women two different gender. I am taking a random
sample of 36 of 72 men and 35 of 52 women indicated that they would say yes. I want to

check my claim at level of significance 0.05.
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Hypothesis Test Example:
Two population Proportions

The test statistic for 11, =T, Is: Reject H eect i

17(1—5)[ L 1-]
Il.‘ TI:
j ) (50 -.70)-(0)
. o1
J.ssz (1 -.582) [?2 + 50]

Critical Values = £1.96
Fora=.05

= -22

Conclusion: There is not significant evidence of a
difference in proportions who will vote yes
between men and women.




So, just compute the various values and then when you plug in these values into z
statistic; then to check it. And you will see that for this minus point; 2.20 which is my
computed value and 1.96 minus and plus it is a two tailed test it is my critical value. So,

this particular value minus 2.20 is less than minus 1.96.

So, it is in the rejection region so there is no significant evidence of a difference in
proportion who will vote yes between men and women. So, my null hypothesis issay
basically there is not significant difference and I would say my null hypothesis is
basically not supported. So, I will say there is not significant evidence of a difference in

proportion.
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Confidence Interval for
Two Population Proportions

Population proportions The confidence interval for

m-m, is

]3|(] _P|) .1 pz(l _pz)

This is the confidence interval as usual you can compute it with Z alpha by 2 here and

use this expression. So, this will help you to compute the confidence interval.
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Case 3

Y Hypothesis Testing for y
- Two Population Variances

Now, I have another case 3 this is hypothesis testing for two population variances.
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Comparison of Two Population Variances

» Examples:

* Compare the variances in product quality resulting from
two different production processes.

= Compare the variances in assembly times for two
assembly methods,

» Compare the variances in temperatures of two heating
devices.

» The two sample variancess ands; will be the basis for
making inferences about the two population
variances o; and #;

@

So, let us see the practical part that what could be the situations in which I would like to
go for this. Suppose compare the variance in product quality; so the important parameter
for quality is to check the variability and this is resulting from two different production
process. I want to see that the variability in quality from process 1 and the process 2 is

there really a significant difference or they are same in terms of variability.



Compare the variance in assembly times for two assembly method compare the variances
in temperature of 218 devices. And these are some of the phenomena that could be of
interest as a part of case 3. So, two sample variance S 1 square and S 2 square will be the
basis for making inferences about two population variance sigma 1 square and sigma 2

square.
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Testing for the Ratio Of Two Population Variances
*

H!thlul Fﬂﬂ
Hyi 0,7 =0 5,7/52
Hiolea?

F test statistic Hyi s 0y?
Higl>0)

Where:
§;*= Variance of sample 1 {the larger sample variance) n, = sample size of sample 2
ny = sample size of sample 1 n; =1= numerator degrees of freedom

8,1 = Varlance of sample 2 (the smaller sample
variance)

ny = 1 = denominator degrees of freedom

So, this is something explained like this yes the variability is same or it is different
express as null hypothesis alternate. And this is my F statistic which is basically the ratio
of my sample variance S 1 square divided by S 2 square and this is your numbers of
degrees of freedom that you need to refer the particular table F table and find the F

statistics. So, you have S 1 square n 1 S 2 square n 1 minus 1 and n 2 minus 1.
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The F Distribution

* The F critical value is found from the F table

* There are two degrees of freedom required: numerator and denominator

* The larger sample variance is always the numerator

5!

— | df,=n,~-1; df,=n,-1
6‘; 1 1 i 2 2

* When ,‘Fsmr =

/

* Inthe F table,

* numerator degrees of freedom determine the calumn

+ denominator degrees of freedom determine the row

Now, this is my F statistic and these are my degrees of freedom.
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Finding the Rejection Region

SR
HD' 0,°=0,; Hﬂ: Uiz < GIJ
i)
Hy 02 20)! Hy 0y > 077
af2 ‘ .
~ ; /\P*
0
0 Da nat I Reject b, F
Donot | RejectH, rjectty  F,
reject W, I'm‘?
‘ Reject Hy if Feyr > Fopa ‘ ‘ Reject Hy if Fepr > Fy l

i

So, I will have a very simple rule to follow this is my alpha by two this is my alpha and
this is my do not reject null hypothesis region this is reject null hypothesis. So, if F stat is
greater than F alpha by 2. So, calculated value is greater than F alpha by 2 reject null
hypothesis only if stat F stat calculated is greater than F alpha by 2.

So, it will fall basically in the rejection region. And same way this is reject H O this is do

not reject H 0 and this is my reject H 0 if F stat is greater than F alpha. Only difference is



that here I am using alpha by 2 here I am using alpha. So, this is something that we can

do for the for checking the variability.
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Using the Table of the F Distribution

Calcol Pt of he F Diioution Caltisg 0113
o ¥ Dibotion wgh 7 and 11 Degrees of Freedon
o —IV3 3 4 8§ 3 4 3
7 -

L i
1164 198 187 D6 1N DM IMN IES NS
1S B 16 B35 130 193 135 13 B3 v

1010 548 938 I %Al &M AS AW AN gu-

W OGM 68 69 616 GI6 6M GRG0 o
R T TR TR T R T T ]
6B SN AT 8 4B AN A 48 D 1
7 8M uu 48 an A0 Am M e e
PR T T R Y R T R T T
9811 436 A% 36 M8 AN AN AN i v T i
BoA% 40 A s MM AN 4w am !
04N AW 3% M AN e Ml 8 1w
P T R R TR T m Rttt
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This is my F table you can see that you can find the critical value from the F table. Let us
say F 0.05 this is the 3.01 and you have n 1 and you have n 2. So, with this n 1 and n 2

you can figure out that what could be the critical value for your F test.
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F Test: An Example

You are a Quality Analyst at automobile manufacturing firm. You want to
compare the quality of bearings received from two vendors (Vendor 1 and
Vendor 2). You collect the following data for a CTQ (Critical to Quality)
characteristic “Outer Diameter” of the bearing:

Vendor 1 Vendor 2
Number 21 25
Mean 327 2,53
Std dev 130 1.16

Is there a difference in the variances between the Vendor 1 & Vendor 2 at

the o= 0.05 level?

Now, let us say I want to see the example that there are two vendors and quality analyst

want to check. That quality of bearing coming from vendor one and coming from vendor




two are they same or there is a huge variability in terms of the quality. So, data is vendor
1 vendor 2 number is 21 that is my sample, 25 mean is 3.27, 2.53, 1.30, 1.16 I want to
check it at alpha 0.05.
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F Test: Example Solution

* Form the hypothesis test:
Hg: 0% = a%, | (there is no difference between variances)
H,: 0% # a%, | (there s a difference between variances)

= Find the F critical value for a = 0.05: :
s Numeratord.f.=n,-1=21-1=20 \/

s Denominatordf =n2-1=25-1=24

2 ‘ Fo2 = Foas, 20,22 ‘(2_-?»3“

So, we can just compute couple of statistics and we can see that my F alpha by 2 at F
0.025 which is my level of significance alpha by 2. And 20 24 which is my degree of

freedom mu 1 and mu 2 it comes out to be 2.33. So, now, what does it mean ?
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F Test: Example Solution

Hy 0= 0,?

* The test statistic is: Hi: 012 #Gf

§2 1302 @ I

=—L= 256 |1

SEilic? / / af2=.005

# Feyr = 1.256 is not in the re'ection__r-e;iol,_ % 1;

we do not reject H,,. \UA m;:m .Fl e
/ < 0035

» Conclusion: There is not sufficient evidence of a difference in
variances at o = 0,05

ST




It means that this particular value 2.33 this is my F 0.025. And F stat when I compute it
is 1.256. So, 1.256 is not in the rejection region so we do not reject H 0. Because 1.256
will fall somewhere here this is the 0. So, I do not reject null hypothesis it means I do not
have sufficient evidence to say that quality coming from or variability in quality coming
from vendor 1 and the variability quality coming from vendor 2 they are different more
or less they are same. So, I do not have sufficient evidence at alpha 0.05 to say that the

quality of vendor 1 and quality of vendor 2 is different. So, fine we have seen the case 3.
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Case 4

Hypothesis Testing for Two
Population
Dependent (Related) Samples _
(Same group before vs. after J/

treatment)

And let us try to end up with one more case that is the case four. So, hypothesis testing
for two population dependent related sample. You have the sample patients give them a
treatment you are interested to see what is the effect of the treatment before there where a
symptoms after treatment what is the reduction in the symptom and you want to check

this two situation.
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Dependent (Related) Samples

(Same group before vs. after treatment)

Two samples are dependent if each member of one sample
corresponds to a member of the other sample. Dependent
samples are also called paired samples or matched samples.

Dependent Samples
same object or item is measured both before and after a treatment
» Examples
* Two production methods are tested under similar conditions
(i.e., with the same workers)

So, this is what it is that two production methods may be are tested under similar

condition are they same or they are different.
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Independent and Dependent Samples

» Classify each pair of samples as independent or
dependent.

= Sample 1: The weight of 24 students in a first-grade class

= Sample 2: The height of the same 24 students

These samples are dependent because the weight and height can be
paired with respect to each student.

= Sample 1: The average price of 15 new trucks
» Sample 2: The average price of 20 used sedans

These samples are independent because it is not possible to
pair the new trucks with the used sedans. The data
represents prices for different vehicles.

We may have many examples that independent and dependent sample. Suppose sample 1
the weight of 24 students in a first grade class student through the height of the same 24
students. The sample are dependent because weight and height can be paired there could

be some relationship. But if you see the second one sample 1 the average price of 15 new



trucks sample 2 average price of 20 used sedan these are independent there could not be

any dependency or relationship.
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Comparing Two Dependent (Related) Samples
» Test the Means of Two Related Samples

* Paired or matched
* Repeated measures (before and after)
» Use difference between i™ pair

» Eliminates variation between subjects

Dr'=X1:'_X2i

T O (B0 —
L rD‘*-"']‘ sy

So, basically you have paired or matched two related samples repeated measures. And
use difference between 1 th pair; D 1 is equal to X 1 1 minus X 2 i. So, observation
specific to sample 1 or before treatment and X 2 1 after treatment and you will ;

obviously, take number of sample to test your claim.
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Z Test for Mean Difference
(Variance Known)
» Assumptions

* Population of difference is normally distributed or large samples

* Observations are paired or matched
* Variance known

» The point estimate for the population mean

paired difference is ¢ number of pairs in
D, . the paired sample
Mean of differences ) - 1
A n mean of the difference in
» Test Statistic ~ _ = values for the population
i)
L4
4 (2 SD of the difference in ',,
-

JE £ values for the population




So, you can compute couple of things like D bar this is basically D i. So, number of pairs
in the paired sample then D bar minus mu D divided by this. Same procedure same

computation as we do for z statistics.
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t test for Mean Difference (Variance Unknown)
» Assumptions
_[small sample size)
* Population of difference is normally distributed
* Observations are matched or paired
* Variance unknown
Test Statistic Point estimate Sample Stand. Dev.

So, you will suppose you have small sample. Then definitely you will use the logic that
you will use student t distribution by plugging in the values of X bar minus mu divided
by sigma. Here it is D bar minus mu D divided by sigma that is S D divided by square

root of n and D bar is this your S D is this. So, these are the standard expressions.
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Confidence Interval Estimate for puD of Two
Dependent Samples
» Assumptions

* Both populations are normally distributed

* Observations are matched or paired

* Variance is unknown

»100(1-a)% Confidence Interval for *, (for
small sample size): 5,

Np

In-l JF_I
» 100(1-a)% Confidence Interval for ", (for
large sample size): Do s $,

ul‘j;



We have the assumptions that both populations are normally distributed observations are
matched or paired variance is unknown. In this case you can again do the confidence
interval analysis and construct it and you can find 100 1 minus alpha percent confidence

interval.
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Example
Assume you work in the finance department. You collect
the following processing times:

L SRR St Mo

0

MH. 984 9.75 09
RK. 999 9.80 Jb)
MO, 9% 9.87 o7
/ DS, 984 9.84 0
S8 9% 987 -0l
CL 10.12 9.98 14
KL 9% 9.83 07
\/ SE 99l 9.86 05
» Is the new financial package faster at 95%

confidence level?

Now, let us say I have the data that you work in the finance department and collect some
data regarding the existing system and the new software. And suppose I have let us say
some user preference some user rating and let us say this is the existing system in terms

of seconds experience or the running time.

This is the new software running time I am finding the D i value that is my difference. I
want to check that is the new financial package faster that 95 percent confidence level. It
is a huge investment in software you would like to see that whether the new system

purchased is really worthy or not.
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Hy:m, > 0 (Claim)
Ata=0.05 anddf=n-1=9 8331
y005=1.8331 t Statistic in the rejection zone.

Test Statistic P Decision: Reject HO . /
D-p,  Mm-0 1 \ Conclusion: The new

= 2366 /
5,/ Ji 08215/410 ”{& / software package is faster.

So, I would test the hypothesis find the t distribution t statistics. And for this t statistics |
will compute the value and this would be compared with the critical value the procedure
remains same. And I will say reject H 0 because this is 3.66. So, this falls in the rejection

region and the new software package is faster.
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Find a 95% confidence interval

! = loo2s9 = 2:2622

al2 n-1

D+t

S.’)
alln-1
Jn

0.072 ¢ 2.2622(M]

Jio

0.0275 < st < 0.1165

So, with this is what we basically try to do. and you can construct the confidence interval

same way by considering plus or minus t alpha by 2 at n minus 1 degree of freedom.
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1. How two population means are compared? What are various tests
involved?

2. How do we calculate confidence interval of difference in means?

3. Do the known and unknown variance condition alter the statistic
values in hypothesis testing?

Let us end this section with couple of think it question. How two population means are
compared? What are various tests involved? How do we calculate confidence interval for
difference in means and do the known and the unknown variance condition alter the

statistics value in hypothesis testing?
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Please refer this reference if you find this session little bit difficult to understand. And I

hope this session would provide a good conceptual understanding to digest the concept

and see the importance of two population test.
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Conclusion:

% Compared two independent samples
v Performed pooled-variance t test for the difference in two
means
v Performed separate-variance t test for difference in two
means

can C[ Mj’iﬂn v Formed confidence intervals for the difference between

two means
% Compared two population proportions
v Formed confidence intervals for the difference between

two population proportions
v Performed Z-test for two population proponionir ‘
@ \

& Performed F test for the ratio of two population vari

[ rain ot s \ nlhllnl A
. ’j-u

So, these are the cases basically we have discussed for two population test, two
independent sample, compared two population proportion variances and before treatment
and after treatment. So, thank you very much for your interest in learning two population

hypothesis testing; keep revising, be with me, enjoy.



