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Prof. Biswajit Mahanty
Department of Industrial and Systems Engineering
Indian Institute of Technology, Kharagpur

Lecture — 40
NSGA - II Examples

So, in our subject Selected Topics in Decision Modeling, we are now in our 40th lecture

that is NSGA II examples.
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i Example Problem with NSGA-II

* Multi-objective problem: A Right Circular Cone is to be
designed with Minimum possible Total Area (T) as well as
Minimum possible Lateral Surface Area (S).

* Variables Considered for the Right Circular Cone: %
r = base radius, h = height
V = volume,
sh = slant height = (m 0
B =base area =qrt

S =lateral surfacearea =mxr«sh
T =total area =B+S=mr(r + sh)
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So, in our previous lecture we have seen how to carry out multi objective optimization,
with regard to evolutionary computing meta heuristic technique. And, we have taken up
one such technique called NSGA 1II and, I have discussed the general ideas of NSGA II.
So, today’s lecture we shall understand that with examples. So, let us take a very
ordinary and simple problem, supposing there is a right circular cone and this right
circular cone is you know we have to design with minimum possible total area and
minimum possible lateral surface area; obviously, with regard to certain constants of the

height and other things, height and the radius.

So, these other things r is the base radius, h is the height, V is the volume sh is the slant
height which is given by root over r square plus h square, then B is the base area which is
pi r square it is a base area, then S is a lateral surface area, that is pi r into sh, sh and pir

and T is the total area that is B plus S so, pi r r plus sh is it alright. So, our job is to really



design means taking an r and taking an h that will minimize S and minimize T is it

alright. So, that is our example problem.
(Refer Slide Time: 02:28)
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NSGA-IIl Example Problem: Initial Population

* Two input variables: r, h
r€[0,10] cm, h €[0,20] cm
* Two objectives:
Minimize S, Minimize T

* Let the population size be 6 and the initial random parent population be:

r 1000 4.99 6.09 6.91 521 7.90
h 1961 510 0.79 1062 1887 898
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So, very simple problem really, but then let us see we have taken a non trivial, I mean
rather trivial kind of input values that is r is between 0 and 10 h is between 0 and 20, you
may think that if r equal to 0 and h equal to O that is the best possible solution you are
right. But then let us we have taken the simple problem, essentially to really understand
that how NSGA I, tries to do this with regard to the minimization of S and minimization

of T it is good, that if we also have an idea about the ultimate optimization solution right.

So, let us take some random population so, we have taken let us say 6 random parent
population and, this parent populations are randomly obtained so, 10 and 19.61, 4.99 and
5.1, 6.09 and 0.79 etcetera so, these are our initial random parent population. So, in order

to carry these out you know first of all we have to encode this.
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i Genetic Operations

* Consider r and h to be significant up to 107 r€[0,10] cm, h €[0,20] cm
* Number of bits required for representation of r’ in binary:
2m 1< (b -a)*102< 2"
where b: upper limit of r=10; a: lower limitofr=0;  m: no. of bits required
Now, (b-a))*102=(10-0)*100 = 1000;

Since 29< 1000 <22 ; we have m = 1i
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If you recall our ga discussions, then the first thing is to encode. So, the encoding
requires 1 is between 0 to 10 and h is between 0 to 20 so, you can say that b minus a I

mean b and ais 0 forr 0, 10 ais 0 and b is 10 right.

So, 2 to the power m minus 1 to 2 to the power m should be b minus a into 10 to the
power 2. So, you can see b minus a in this case is 1000 right so, because we need 2 digit
accuracy that is why 10 to the power 2. So, supposing we need at least two digit accuracy
so, we need to have 1000 points between, you know the binary should be represent at
least 1000, points we know that 2 to the power 9 is 512 and 2 to the power 10 is 1024 is

not we know that.

So, we know that 5 hundred 12 and 1024 within that 1000 lies. So, to represent 1000 you
know, because we want two digit accuracy so, we should represent 1000 different
combinations so, we must have m equal to 10 alright. Similarly for h which is between 0
to 20 we need 2000 presentations so, we must have 1024 to 2048 where this one is 2 to

the power 10, this one is 2 to the power 11. So, we therefore, we need 10 bits for a and

20 bits for b.
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i Genetic Operations

Generation of Initial Population

First 10 bits: r; Next 11 bits: h;
V1=1111011101 "
v,=0111111110 01000001001 QWM\

1;=1001101111 00001010000 >
141011000010 10000111110 0y
15=1000010100 11110001011
14=1100101000 01110010111 \sﬂ
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Now, there are different ways of doing it so, the kind of things that we have done is this,
that we know we represent these 6 values in such a manner that first 10 bits represent r.
So, this is going to be r and this is going to be h, this is r this is h. Now, you see in the
first 10 bits all once means what is it 1024 or 1000, what we have done, we have taken
all bits as 1000, we have that is how here represented is it alright. So, because if you if
you recall let us look at a kind of solutions that we had taken you see r is exactly 10

right.

So, we have to represent exactly 10s so, all bit 1 we take as 10 and not 10.24 is it alright.
So, therefore, all other values will be like that so; that means, we are really taking you
know 1000 by 1000 by 1024 as our accuracy is it alright. So, that is our accuracy so,
these ratio should be multiplied with so, really speaking this number is really 1024 all
ones for r. So, this is 1024 multiplied by these ratio makes it 1000. So, that is how we
encode so, we have encoded each of these strings so, 21 bits to each chromosome and

that is our parent population. So, this is our parent population.
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Genetic Operations

Crossover

Considering 0.25 Crossover probability and randomly selecting one-point crossover
position:

v,'=1111101111 00001010000
v,'=0111111110 00000111110
v3'=1001111111 11111011101
v,'=1011000010 11000001001
v5'=1000010100 11110001011
15'=1100101000 01110010111
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What next is we should do crossover and mutation. So, arbitrarily through a random
number technique with consider 0.25 crossover probability and randomly select 1 point
crossover position right. So, if 0.25 crossover probability and we choose some crossover
point. So, supposing we choose actually crossover point here right, supposing we choose

our crossover point here.

So, you see the first string the first 5 is written raised one is coming from another string.
So, you already know how to do cross over we have discussed in detail. So, assume that
after crossover we have generated these strings after the crossover operation and, then

also we do we plan to do what is known as the mutation.
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i Genetic Operations

Mutation
Considering 0.01 probability for mutation and randomly selecting the bits for mutation:

v,'=1111101111 00001010000 => r=9.84 ; h=0.78

v,'=0111111100 00000111110 => r=4.96 ; h=0.60

v;'=1001111111 11111011101 => r=6.24 ; h=19.66

v,'=1011000010 11000001001 => r=6.90 ; h=15.09 ESWWM";
v5'=1000010100 11110001011 => r=5.20 ; h=18.86 ? /
v4'=1100101000 01110010111 => r=7.89 ; h=8.97

This is the offspring population obtained after the genetic operations.
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For mutation what we do we have a 0.01 probability for mutation and randomly selecting
the bits for mutation. So, let us say for these numbers you know we have taken a certain
values and those values so, this is this is the representation. So, you know we do some
mutation after mutation certain Os and ones are changed based on the probability that we

obtain.

And then we get a set of 6 you know feasible solutions, which we can then call as our
offspring population. So, what we have done we have started with a representation that is
call encoding, then we have done crossover and, we have done mutation and after doing

crossover and mutation we have got the offspring population.
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i Parent and Offspring Populations

Parent Population P, Offspring Population Q,
0 N
1000 19.61 6915 10057 9.84 078 30514 609.32

4% 060 778 155,13
624 1966 4043  526.16
690 1509 359.6  509.25
520 1886 319.59 40454
789 897 29.91 49168

499 510 1118 190
609 079 1174 234
691 1062 275 425
521 1887 320 405
790 898 2968 4929 .

o pLay = QS b g
o Biog = ey e
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So, essentially we have now got 6 parent population and, we have got 6 offspring
population, with different S and T values see minimum our main purpose is that what is
our objective function minimize S and minimize T. So, that is what is our objective
function so, our objective function is minimize S and minimize T. So, this is our parent
population through the crossover and mutation, we have got the offspring population
and, we have listed the S and T for the parent and S and T for the offspring with a

purpose of minimize S and minimize T.

Now, recall that the total population we have now is 12 strings. So, if we call them as
strings or chromosomes and again another set of strings or chromosomes for offspring, a
total of 12 strings are with us, how many are we going to have in our next generation 6
of them. So, we have to choose question is how do I going to choose them out of these
12, which are going to go to the next generation, had it been ordinary kind of genetic

algorithm the offspring population will become our next generation recall that.

So, parent population is generation 1, offspring population is generation 2. Sometimes a
little bit elitism is done, where we do not take all 6 or we do not do so, many crossover
and mutation we do may be for 4 and 2 we directly bring from parent population the best
ones. But here we do not do that from the 6 parent population, we generate the 6
offspring and out of all the 12, we try to get the non dominated solutions into our next

generation.



So, like the example we have shown in our previous lecture. So, out of these 12 we have
to choose 6 solutions which are best possible done dominated ranks right. If I get 6 in the
non-dominated the Pareto optimal solutions in the first this thing itself; obviously, we
take those 6 it is very simple, but if that is not there then what should we do let us see

that.
(Refer Slide Time: 13:10)

Plot of Combined Population (R,=P,+Q,)
String| 5 | T ol
1 | 6915 | 10057
2 | 118 190 1000 *1
3 | 1174 | 234 =
4 | 275 | 425
5 | 320 | 405 600 /
6 | 2968 | 4929 61 & ‘9
7 [305.14] 60932 0 &4 511
8 | 77.8v]155.13
9 | 4043 |526.16 i k g
: . f
10 | 3596 | 509.25 0 H
11 |319.59] 40454 . i o0 600 2
12 29691 491,68 Strings 1 to 6 belong to Parent Population and Strings 7 to 12 belong to
Offspring Population. We need to choose 6 strings for the next generation.
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So, this is what we have got supposing we plot so, these are our 12 values, these are our
12 strings and this is; what is our plot. So, if you plot then you see the string 1 to 6
belong to the parent population and 7 to 12 belong to the offspring population, we need
to choose 6 strings for the next generation. So, from the plot can you see that 8 is best
with regard to S and with regard to T, can you see that you know which 1 is the

minimum S that is this one, which one is the minimum T this 1.

So, in the plot also the Pareto optimal front will be like this. So, you can call it as the
front 1, now if I take out 8 right, if I take out 8, then which one is the best possible
solution which minimizes both S and T right, then again you see that is 3 so, two will be
in the front 2, then it will be 3 so, that will be the front three is it alright. So, like this you

know we have to go ahead and find the Pareto optimal fronts.

Because had it been only one choice there is no doubt that 8 is the best solution and in
the first front only one is there, why only first front one is there, because it is based from

both counts is it alright, but only one you will not do we need to have more so, we



choose the taking out 8, which one will form the non dominated so, rank 2 that is the
front 2, then we will have something what is in the front 3, what is in the front 4 front 5
like this we have to really do that. So, that is how we should choose the 6 strings for the

next generation right. So, let us see the procedure the procedure we follow is this.
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Non-Dominated Sorting

After the combined population R, is obtained, non-dominated sorting 1 T
operation is applied to find the best non-dominated front: Wl

-----------
|2 s e s 67 s 9l uln]

Sand T values of 2 are 111.8 and 190; while S and T values of 1are 691.5 and 1005.7

The values of S and T are both lower for 2’ compared to ‘1", Since our objectives are to
minimize both S and T, we can conclude that: ‘2’ dominates ‘1",

Hence, we replace 1 with 2 and continue the sorting.
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So, we really combine say 1 versus 2 so, if I compare that is how to begin that is the
process actually, because everything has to be implemented in computer based solution
has to be obtained so, this is how the solution is done. So, if I compare 1 and 2 I see that
the values of 2 is better than 1 is not. So, if you compare S and T, then 2 dominates 1 is it

alright. So, since 2 dominates 1, 1 will be replaced by 2 alright.
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i Non-Dominated Sorting
I
>
-Enﬂﬂﬂﬂﬂﬂﬂ s
‘2" dominates ‘3',‘4’,'5’, ‘6", ‘7", But ‘8' dominates 2", : :;: :;:
Hence ‘2’ is replaced by ‘8’ and the sorting is continued. 635296 81/8402.8
7_305141609.32
8 | 778 [155.13))
9 | 4043 [526.16
L[ [ [ o [nou[n Eerree
‘e’ dominates ‘9’ : 10 ! '11’, 12 12 | 296.91 | 491.68
Hence, First Non-Dominating Front = {8}.0%
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So, that is what is the 2, then similarly if I keep on comparing that 2 dominates 3, 4, 5, 6
and 7, but 8 dominates 2, you know if I compare 2 and 8 so, this is 2 so, this is 2, but this
is 8 we see that 8 dominates 2 so, 2 is replaced by 8 and the sorting continuous 8 also
dominates 9, 10, 11 and 12. So, therefore, the first non-dominating front is 8 right the
first non dominated front will be 8 so, we have got 8 we have seen graphically also that 8

comes in the top so, that is the first that is the front 1.

(Refer Slide Time: 17:02)

Non-Dominated Sorting
q:----------»w&@
23 a s e | o w0 ln ] n R
‘2" dominates ‘1’ 2 b o

5 | 320 | 405
2 [ [ [ [ [ [ [ [ | | Nemrmee

8 | 778 [155.13
EEDODOooEOnDnE

10 359.6 | 509.25

11 |319.59 | 404,54
2 dominates 131’ 14r’ 151’ ’6’, 171’ lgl‘ !101' 1111’ "2 12 | 296.91 | 491.68
Hence, Second Non-Dominating Front = {2}.
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Then after that we continue an again we see that one dominates that is 2 dominates 1 and
2 also dominates all the others; obviously, 8 is gone because 8 has been formed of the
first front. So, 2 dominates 3, 4, 5, 6, 7, 9, 10, 11, 12 so second dominated non
dominating front will be 2 is it alright. So, we have got 2 non dominated fronts that is 1

and 2 right.

(Refer Slide Time: 17:38)

Non-Dominated Sorting

ﬂ==--------- e
L s el ol nluln

111.8 | 190
‘3" dominates ‘1’

1174 | 234
275 | 425

[ N .
L e el e nluln]

320 | 405
296.8 | 4929
‘3’ dominates ‘4, '5', ‘', ‘7', '9’, '10/, '11', "12".
Hence, Third Non-Dominating Front = {3}.

305.14 | 609.32
77.8 |155.13
4043 | 526.16
359.6 | 509.25
319.59 | 404.54
296.91 | 491.68

= e
BlEB v o |w|lo|u|s|w|m|=
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Now, three if I see 3 dominates 1 and 3 also dominates all the others. So, you know it is
coming exactly true you recall what I said that 8 comes first, then 2 then 3 so, 8 is in the
front 1, 2 is in the front 2, 3 is in the front 3, you see it is not like in the previous example
where we got 4 of them in the first front itself. Here it is not like that 8 is a clear winner

and take out taking out a 2 is a clear winner, taking out 2 3 is also a clear winner.

So, that is the front 1, front 2, and front 3 so, we got 3 fronts, but then we need 6 of them
for next generation recall that, that we had 12 here 6 first 6 are parent next 6 are
offspring out of 12, 6 will go to the next generation. So, even if we take first front second

front third front we have got only 3 we need 6 of them.
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Non-Dominated Sorting
I

. s 6 |7 s 0 u NEETETE

2 1118 | 190

‘¢’ dominates ‘1’ T e | e
4 275 425

- | | |ENEFE

6 | 2968 | 4929

. s Lol | o JEEEIET
¢’ and ‘5’ form a non-dominated set. ol F [T

10 | 359.6 |509.25
|| Iymreme

12 | 296.91 | 491.68

. RN

‘4’ dominates ‘6’, ‘7', ‘8’ ‘9", "10". ‘4’ and ‘5’ non-dominated set, but '11’ d
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So, again we compute continue living out those 8 2 and 3. So, you see 4 dominates 1 4
and 5, but if we compare 4 and 5 look here, the 4 and 5 you know 4 is better than 5 in S,
but 5 is better than 4 in T right. So, that is what we see that between 4 and 5 there is no
winner. So, they form a non dominated set is it alright so, 4 dominates 6, 7, 8, 9 and 8 is
not there; obviously so, there is a mistake there is no 8 4 dominate 6, 7, 9, 10, but cannot

dominate 11 although 4 is better than 12.

So, you look at 4 and 12 so, 4 is definitely better than 12 so, 4 is better than all others
excepting 11 compare 4 and 11. So, where 4 is better than S, but 11 is better than 4 in T.

So, 4 dominates 6, 7, 9, 10, but 11 dominates 5 and 4 does not dominate 11.
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Non-Dominated Sorting

NN
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‘4’ dominates ‘12", Fourth Non-Dominating Front = {4, 11},
(] [ | [ [
s T o 1o lw |n
‘1’ dominates ‘",
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‘5" and ‘6’ are non-dominated sets.

-
@
@©
=
wn
=
(=3
S
o
~

w |0 |~ (o [ | w ke
~
w
o
o
&=
o
e
(-]

"1 NPTELONLINE pPREAELS

IITKHARAGPUR CERTIFICATION COURSES

So, all these facts really point to the fact that, that at the next this thing, the forth non
dominating front will be 4 and 11 is it alright. So, because you know 4 is better than all,
but 4 in 11 they are forming a non dominated set is it alright. So, that comes to the fourth

non dominated front that is 4 and 11 again we see the remaining ones.

So, you see all the rest are taken out so, we have now 1, 5, 6, 7, 9, 10, 12. So, again the
same procedure we see that 1 dominates 5 right, 1 is now better than 5 is the opposite the
5 dominates 1 right, that is the 5 is better than 1. So, just opposite 5 dominates 1, then 5

and 6 are non-dominated sets, because of their values.
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i Non-Dominated Sorting o

‘6’ dominates ‘7’,‘9’,’10". Hence, ‘5’, ‘6’12’ forms a non-dominated set
Fifth Non-Dominating Front = {5, 6, 12}.

Hence, We have:

=g/ F2={1}}y/ F3={3)‘§/ Fa={4, 11}‘;/ ?
Aol

Forming the New Generation of size 6 it Tk
) pr—
* Fronts F1, F2, F3, F4 are added to new population P,,,

* The remaining slot will be filled from F5: out of ‘5, ‘6’, and '12, one will be chosen.

g - -
* /. NPTEL ONLINE P ReQELL if’

IITKHARAGPUR CERTIFICATION COURSES

And, then further we see that that 6 dominates 7 9 and 10. So, we finally, find that at this
stage 5 6 and 12, they form the non-dominating front is it alright. So, what exactly it
means, it means that we have been able to find out this that out of these S and T, we have

this one and the first rank we have got 8.

So, this is in the front 1, in the front 2 we have got 2, in the that is F 2, in the third Pareto
front we have got 3, in the fourth one we have got 4 and 11 and in the 5th; obviously, the
relative positions may not be exactly what [ am drawing, but something of this sort right.
So, now how many of them 1, 2, 3, 4, 5, 6, 7, 8 are now candidates how many should be

chosen 6.

Now obviously, the first thing to choose is rank the rank should be best. So, rank the 8
has got the first priority, 2 is the second priority, 3 is the third priority, then 4 and 11 as
the 4th priority so, that makes 5 we need one more question is between 5 6 and 12 which

one should we choose that is the question which one is it alright.
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Crowding Distance
To estimate the density of solutions surrounding a particular solution i in the

population, we take the average distance of two solutions on either side of solution i
along each of the objectives.

For each front F;, n is the number of individuals.

Initialize the distance to be zero for all the individuals i.e. F; (d)) = 0, where d;
corresponds to the j*" individual in Front F,.

For each objective function m
* Sort the individuals in front F; based on objective mi.e. | = sort(F;, m).

* Assign infinite distance to boundary values for each individual in F;
i.e.l(d,)=andI(d,) == .
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So, they will form the new population that is the question the so, again now recall what

we have to do; now we have to check the crowding distance. So, to estimate the density
of the solution surrounding a particular solution, we take the average distance of two
solutions on either side. So, initialize the distance to be 0, then for each objective m, sort
the solutions in front in they that given front and assign infinite distance to boundary

values and you know that is the first task, assign infinite distance to the boundary values.
(Refer Slide Time: 23:57)

NSGA-II Key Features
f2
Diversity Preservation / Crowding Distance (CD) _
1. Sortall ‘I solution in a Pareto front in ascending order of f,, and ¢ -
compute: il -
p, =l hali) Gy o
f;n(xmn )7f1ln(xmm) 'H‘l

2. Repeat step 1 for each objective and find the crowding distance e

of solution i as: M
CD; = Z (D, More the Crowding

- Distance, more the solution
is likely to be retained for

Ri < Rj or Ri 1o Rj and CD,- N CDJ-) diversity preservation

3. Given two solutions i and j, solution i is preferred to solution j if:
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And for the others this calculation I have already told you, that for each solution find the
adjacent values with regard to every objective function. And, then the difference between
the objective function value of x i plus 1 minus x i minus 1 divided by the max x max

minus x mean for that objective function right.

So, that will be the crowding distance with regard to that particular feasible solution with
regard to that objective and, then add for all such objective functions that will be the
crowding distance. So, choose first by rank and then by hire crowding distance. Why hire
crowding distance? Because take the lonely ones, because the lonely ones if you remove
a large portion of the objective function space, we might remain unexplored is it alright

so, this is the essential idea right.
(Refer Slide Time: 25:08)

Crowding Distance IR
5 | 320 [ 405
F5=1{56,12} 12 |29691] 43168
810z =69L5 , Snin=77.8 For normalization 6 | 2568 | 4925
T nax=1005.7, Tpyp=155.13 ) PUrpose
* dof5=00
1,={6,12,5} 1,={5,12,6} o diof6=es
K=1 I(d1)=1(c3)=co * dof12=0.037 +0.103 = 0.14
320-296.8 * Crowding Distance Sorting
I(d2)=0 + =0.037
(d2) 6915-77.8 gives {5,6,12} in order.
K=2 I(d1)=1(d3)=co0 * Since distance values of both 5
T and 6 are equal any one can be
(d2)=0.037 + = ——-=-=0.140 selected for new population
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So, that is the conceptual thing, now the actual calculation the question is between 5, 12
and 6, if you if you sort them in S and T, then you see that the best possible T belongs to
5 and best possible S belong to 296.8 belongs to 6. So, you see in a sense with regard to
S 6 is boundary and with regard to T 5 is boundary. So, at least with regard to S 5 will be
6 will be given infinite score crowding distance and with regard to T 5 will be given

infinite score so, infinity with anything will become infinity.

So, therefore, the crowding distance for 5 is infinity crowding distance for 6 is infinity,
what is the crowding distance of 12, see that 12 which is the neighbor of 12, the neighbor

of 12 in these particular front where only three elements are there, the neighbor of these



are the 6 these are the overall S max and S mean these are the T max and T mean these

are the overall values.

So, what is for 12, what is the score for 12? The score for 12 you see with regard to S,
this 1s 12 with regard to 12, the two neighbor values are 320 and 296.8 so, these 2 are
taken and what are the S max is 691 and S mean is 77.8, their difference is taken right.
So, this ratio is 0.037 and with regard to T see 492.9, 492.5 more or less similar value by
9 minus 405 by these 1005.7 by 155.3 which are T max and T mean.

So, if you take this ratio we get 0.140 alright. So, if you add these and these, then you get
the crowding distance of 12 right. So, crowding distance therefore, you see the order is
that 5 is the best means highest crowding distance 6 is equal to 5 and 12 is lower right.
Since distance values of both 5 and 6 are equal anyone can be selected for new
population. So, supposing I choose say 5 alright so, that will now form our new

population.
(Refer Slide Time: 28:03)

New Parent Population string| 5 | T
1 691.5 | 1005.7

Solution r | h H T 2 | 1118 | 1%
1. (8) 4.96 0.60 7.8 155.13 3 |74 24
4 | 215 | a5

2 (2 4.99 5.10 11.8 190 e
3. (3 6.09 0.79 174 234 6 | 2968 | 4929
4. (4 6.91 10,62 275 425 U e CEE
8 | 778 |155.3

5. (1) 5.20 18.86 31959 404.54 SREL EEHE
6. (5) 5.21 18,87 320 405 10 | 3596 | 509.25
. - . 11 [319.59 [ 40454

+ This completes one iteration of NSGA-II algorithm 2 129691 ] 49168

Stopping Rule "_1 Rule: ! Pareto Fronts:

* Maximum number of generations F1=(8 F2={2} F3={3}
* No improvement in fitness value for some generations Fd={4,11); F5={5,6,12);
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So, what is our new population? So, look here this is our new population 8, 2, 3,4 and 11
there in the fourth front and, then 5 is chosen. So, they will form our new population. So,
you recall those Pareto fronts 8, 2, 3 so, they are all highlighted 4, 11 and F 5 was 5, 6 12
so, first of all the rank these are having higher ranks, higher in the means lower rank
value. So, F 1, F 2, F 3, F 4 they are chosen and F 5 only 1, how it is chosen based on the

crowding distance is it alright.



So, when all of them are chosen that completes 1 iteration of NSGA II algorithm is it
alright and, stopping rule maximum number of generations, or no improvement in fitness

value for some fixed number of generations is it alright. So, this is how we carry out
NSGAIIL.

(Refer Slide Time: 29:13)

A Project Management Example

* A Project consists of 18 activities.
* Each activity has differing time, cost and
quality options.

* We need to complete the total project
with least possible time and cost, and
with best possible quality.

+ The objective functions are conflicting
among one another.

* The problem is combinatorial - there
are nearly 745 million combination for
scheduling the entire project!

Projectnetwork dingram o lusrative example
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Now, very quickly I will show you as very you know important problem of a project
management problem. So, this is a what is called a project management network
diagram. So, there are 18 activities and you know we have to if we see really the
combinatorial problem, we need to have the time and cost and quality. So, each one has
got different options so, combination is very high, you know it could be millions of

combinations which are really possible.



(Refer Slide Time: 29:51)

Flow Chart

/ Population Initialization /

—)I Evaluate Fitness Ii—, Combine parent population of size N

with child population of size N
Child
Population

Yes []
No

l Fast Non-Dominated Sorting on |
| Fast Non-Dominated Sorting |<— Create new population of size N using
v

combined population
17
crowding comparison operator

| Calculate Crowding Distance |

Y . - . Last Generation
Create Child Population using Genetic Yes|

1 operators of Selection, Crossover and o
Mutation —| Next Generation |
STOP [€

NPTEL ONLINE ‘PO AL L
ITKHARAGPUR CERTIFICATION COURSES

So, this is what we have seen this is how we carry out. So, population initialization
evaluate fitness fast non dominated sorting, calculate crowding distance, create child
population, is it alright and then keep on going is it alright. Otherwise combine parent
population with child population, fast non-dominated sorting of combine create new

population, last generation next generation. So, this is how the method already we have

discussed exactly how it is done.
(Refer Slide Time: 30:24)

NSGA-Il Parameters and Results
* NSGA-Il Parameters for the Project "
Management Example o
g 4 Project Cost vs.
NSGA-Il Parameter i r * Project Quality
Parameters Values e Trade-off Analysis
Population 300 e
Size L
Number of 1000 -
Generations ol 4
Crossover 0.8 £ % :
Probability (Pc) I 3 Pro!ect ({ost vs,
Mutation 0.1 = '~,‘ :ro;w‘::':el ;
Probailty (Pm) oo, ] RS
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So, this is our NSGA II so, these are the parameters and, this is the project cost versus

quality plot that we have got and, cost versus project time trade off that we have got is it

alright.

(Refer Slide Time: 30:42)

Pareto-Optimal/Non-dominated Solution

Solution

Optimal bid option plan®

Project performance

Tume (Days)

Cost($)

Quality (%)

prozerrrrrrrrtnneg

106

165820

92.53333

v

2123111001 1121311])

104

151370

8523333

3

prearrrsr2rnrret2ng

m

157670

805

1

M413431 21112321517

120

117415

75.03333

5

B51343121112321513]

17

113465

7196667

“Each solution is represented by a vector that indicates an identified bid option for each of the 18 activities
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So, these are the kind of results and, if we see the results in the final results, then you see

the time, cost, quality, time, cost, quality all of this are that is the kind of best solution

that was obtained through the NSGA II. So, you see large combinatorial problems can

actually be solved by the NSGA II algorithm is that alright. So, that is where we

conclude and, we thank you very much for patiently hearing this lecture right.

Thank you very much.



