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Lecture — 57
Virtual Reality-Introduction

Hello everybody, so, good day today we are going to start the new topic Virtual Reality.
In fact, the lectures will be taken by my scholar (Refer Time: 00:33); in fact, he is doing
PhD work in this area virtual reality application to safety management and being a new
topic and very relevant topic in the context of industry 4.0. And in the context of safety
engineering particularly from hazard recognition, avoidance and prevention through

design point of view.

(Refer Slide Time: 01:14)

Safety Analytics and Virtual Reality(SAVR) Lab, IIT Kharagpur

The Virtual Reality (VR) Laboratory of ISE, [IT Kharagpur is equipped with requisite hardware and software for
modelling, simulation, data visualization and hands on training in the areas of accident modelling and analysis, design of
man-machine interface and design of production and assembly. We have both projection hased display and Head
Mounted Display systems as well as software for 3D modelling and creation of Virtual Environment and navigation into
i,
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We have been working in this area for couple of years and recently we have developed
our laboratory and that is safety analytics and virtual reality laboratory. The lab is
equipped with requisite hardware and software related to virtual reality based modelling,

simulation, data visualization hands on training and related activities.



(Refer Slide Time: 01:43)
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So, in this first lecture the content will be first the what is virtual reality and different
aspects of virtual reality? Then evolution of virtual reality over time and then what do
you mean by virtual reality system as a whole and then applications of virtual reality not
necessarily in the area of safety industrial safety in the area of other applications other

industrial applications.

So, with this few words I am just handing over this lecture material to my research
scholar my beloved student Mister (Refer Time: 02:30). He will take you through the
virtual reality lectures 3 or 4 lectures including the today’s one and I am sure that you
will enjoy the lectures and this is the some kind of additional or advanced topics related
to industrial safety engineering. So, you try to garb as much as possible from this lecture

and Kranti you please continue.



(Refer Slide Time: 03:01)

Introduction

* Virtual reality ean be defined as “Inducing targeted behaviour i an organism by using artificial sensory sivnlation, while
the organism has little or no awareness of thie TeTTerence . e R R

*  Key elements in Virtual reality
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= Animaginary space oblained through a medium
= Collection of objects in a space and rules associated with those olyects
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Hello everyone, so, as Professor Maiti introduced 1 will take you to the through the
lectures of this particular video. So, first is let us go to the introduction what is virtual
reality? So, virtual reality can be defined as inducing targeted behaviour in an organism
by using artificial sensory simulation; while the organism has little or no awareness of
the interference. So, in this particular definition the 3 important terms are targeted
creation of targeted behaviour in an organism using artificial sensory simulation and the

users should not be having any awareness of the interference that is created.

That means it is not the normal is normal simulation that sensory simulation, it is the
artificially created sensory simulation in an organism to achieve a certain objective that
is create a certain targeted behaviour. So, what are the key elements in a virtual reality?
Virtual reality environment so, first one is the virtual world, second is immersion, third is
sensory feedback and fourth is the interactivity. So, let us see what is virtual world an
imaginary space obtained through a medium which is the collection of objects in a space

and certain rules associated with that those particular objects.

Similarly, so immersion means sensation of a user being in the virtual world; means
sensation of a sensation like to the user being present in that particular virtual world, it
can be mental state or can be obtained through any physical means. Then sensory
feedback it is the visual sense that receives feedback based on users position and this

feedback requires high speed computer as a medium. The computer having high end



graphics card and high speed RAM, which will help in obtaining different sensory
feedbacks.

And final is the interactivity it is the users ability to interact with the virtual world by
changing position picking up objects and settling them down. For the interactivity
purpose we are certain hand tracking; hand tracking devices and certain sensors are used
so, that the interaction will be possible of users interaction will be possible with respect

to the created virtual world.

(Refer Slide Time: 05:24)

]Evolution of virtual reality

0 Edwin Link in (1929) - Flight Simulator . Myron Krueger (1976) - Artificial reality
environment | Videoplace) "
Morton Heilig (1956) - Multimodal dlsp]n_\"/"'
. o 14 F il
system (Seasorama) ' Elestronic visualization lab, University of llinois
(1977) - Sayre Glove
. Comean and Bryan (1961) = head mounted L
display (HMD) «
Eric Howlett (1979) - large expanse enhanced

ersnective (LEEP) svsia ide FOV

] Ivan Suthetland (1963) - Interactive computer—~ L»-"/ W]F]‘\l;ll\: {?'I'“ st ROV 8
graphics with Sketchpad application =" S S

. Ivan Sutherland (1965) - Ultimate display w 0 _ Exederick P, Brooks Jr. (1986) - VR system adding
interaction of user with other objeet avoiding " HMDs, Optical Trackers, graphics engine
laws of physical reality.
) ) v Electronic visualization lab, University of llinois
Sutherland and Evans (1973) - Image (1992) - projection based visualizatioy 1
generation system (Noveview) for fight CAVE

simulation.
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So, let us see how the virtual reality techniques or the virtual reality complete virtual
reality is evaluated. So, first it started with invention of flight simulator which is which is
the work of Edwin Link in 1929. Then Morton Heilig, he invented the multimodal

display system which is otherwise called as Sensorama.

Similarly, next is the invention of head mounted display by Comeau and Bryan in 1961;
then the famous researcher Ivan Sutherland, who invented the interactivity interactive
computer graphics with sketchpad application and finally, he went to invent ultimate

display interaction of user with object avoiding loss of physical reality in 1965 also.

Then he went on to invent the image generation system novoview for flight simulation.
Then artificial reality environment by Myron Krueger in 1976 and the Sayre Glove is the

interact interaction device that is invented in the year of 1977 in electronic and



visualization lab of University of Illinois. Then Eric Howlett he actually developed this
large expanse enhanced system perspective system in which wide field of view from a

small display can be generated.

Then Brooks Junior he invented the VR system adding HMDs, optical trackers and
graphics engines. And finally, the CAVE system is which is a virtual reality visualization
system, it is developed in a in the same electronic virtual visualization lab of University

of Illinois.

(Refer Slide Time: 07:13)

]Virtual reality (VR) system

* VR system comsists of organism i.e. human user,
hardware components such as computers, headsets and
controllers and physical world. , AT Tracking

Organism T vRhardware

+  Hardware components produces stimull that overndes —
senses of the user by tracking motions of the user. T Stimulati T

Head  tracking, coniroller  movements, eve
movements, movements of ofher body pans are
important. |_~"
B Y . L R PR R
L " i
i
The user will always have other senses that respond to p '
stimuli from the real world.

-
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+ VR hardware might also track abjects other than user,
if interaction with them is part of the VR expenence.
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So, what is the virtual reality system is composed of? So, first one is virtual look at this
diagram so, there are main 3 main phases of this diagram. First is organism first is the
organism then is the VR hardware then is surrounding physical world organism, VR
hardware and surrounding and physical world. So, the organisms any movement or
activity is tracked with the help of VR hardware and the simulation will be propagated to
the organism also by creating artificial sensory simulation which I already explained the

first slide.

So, the VR system consists of organism that is human user, hardware components such
as computers and headsets and controllers and physical world. So, the hardware
components produce stimuli that overrides the senses of the user by tracking motions of
the user; that means, the over override the senses of the user means the user must not be

having any interference of the artificial sensory simulation created.



Then head tracking, controller movements and eye movements and along with that
movements of other body parts are very important which is tracked by the use of virtual
reality system. Then user will always have other sensors that will respond to the stimuli
from the world real world. Then VR hardware might also track objects other than user if
interaction with the object is created inside this particular virtual reality develop virtual

reality environment.

(Refer Slide Time: 08:45)

]How it works??

Real world Virtual world
Confguration comnl [ Configaraiion coninel
plese |
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Brain control its configuration , while the sense organ ¢ Virtual world enerator (VWG) runs on a computer and produces
converts natural simulation from the environment another world:

into neural impulses that are sent to the brain.
* The user perceives the virtual world through each targeted sense organ
using & display, which emits energy that is specifically designed to
mimic the type of stimulus that would appear without VE.

+ The process of rendering information from the VWG into output for the
display is called Rendering,

* The display might be a smartphone sereen, screen of a video projector or
aspeaker.
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So, how it works? So, this is a comparison between the real world and this virtual world.
So, in this real world the natural simulation will be propagated to the sense organs of
user; that means human and it will go to directly go to the brain and brain will
accordingly act as per the received simulation. That means, brain control it is
configuration while the sense organ converts the natural simulation from the

environment into neural impulses that are sent to the human brain.

So, in the virtual environment what is the case? The virtual world generator runs on a
computer and produces another world that is different from the real world. So, the user
will perceive the virtual world through each targeted sense organ using a display and
which emits energy that is specifically designed to mimic the time type of stimulus that
would appear without VR. That means, in this case the most important part is the virtual

world generator, then the user perceives the virtual world with the help of display.



The process of rendering the information from the virtual world generator into output for
the display is called as the rendering. Rendering process is converting the information
from a virtual world to the necessary output desired output is called as the rendering. The
display might be a smartphone screen, screen of a video projector or speaker; now a days
you can see most of the androids or iphone mobiles is having virtual reality; virtual
reality technique. So, that it is very easy for the people for the user to use this technique

for any certain creation of virtual environment and certain user interaction.

(Refer Slide Time: 10:29)

mented Reality (AR) and Mixed Reality (MR)

VR can only provide a limited level of * realism” due fo lack | |
of sensory feedback to accommeodate for perceptual and
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* An emerging technology AR integrates images of virtual
objects into a real world. = g i
¢ Inserting the virtually simulated prototypes into the real world !
and crealing an augmented scenc, AR technology can enhanice Aupmanied m
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conneetion to the real world while maintaining the flexibility = = ! N )
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¢ As there is blending of reality and virtuality, both VR and AR }
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So, now let us see what is augmented reality and what is mixed reality? So, VR can only
give feedback which is limit in level of realism means VR involve limited level of
realism due to lack of certain sensory feedback and which is not that is; because of this
reason so perceptual and cognitive viewpoints are not accommodated in the virtual
reality system. So, this is now overcome by the application of augmented reality which is
an emerging technique and which integrates the images of virtual object into a real

world.

That means inserting the actually simulated prototypes into the real world and creating
an augmented scene. AR technology can enhance the persons perception with real
entities; persons perception with real entities that means, virtual reality lacks the
perceptual and cognitive viewpoints which is overcome by the overcome by the

augmented reality. And AR establishes the connection to the real world while



maintaining the flexibility of the virtual world it should not be it should not happen that

virtual world will lose it is flexibility because of this application of augmented reality.

So, as there is blending of this reality and virtuality both VR and AR can be referred as
the mixed reality, which is the most commonly used term now a days the mixed reality.
So, see here this real environment, virtual environment and augmented reality which
creates the bridge between the both real and virtual environment. So, virtual reality is
remotely the user will be using it remotely living your body behind. Then physical reality

in which the user will be interacting with the physical objects in the real world.

And the augmented reality which I already explained in which perceptual and the
cognitive sense can be created. And the telepresence, telepresence means the remotely
you can operate any certain operation the any certain desired operation. That means, now
a days in healthcare system certain surgical operations; surgical procedures are
performed remotely by the healthcare experts. So, these are called as a telepresence

remotely using the virtual reality.

(Refer Slide Time: 12:53)

]VR hardware

Displays (output)
+ Physical perception of the virtual world is based entirely on what the computer displays. Display is a method of presenting
information to any of the senses (Visual, Aural and Haptic). i

There are three basic amangement for all sensory displays.

Stationary displays (like rear projection sereens and audio speakers) are fixed in a place. The output is rendered to reflect the
changing position of user's inpul sensory organs
Example: Monttor baged VR, Projection VR

/‘Ilml based displays are wom on or attached to the user's hapd and move along with the head. Here the display move and
= emain in g fived position relative to body's sensory inputs.

Example: Ocelusive HMDs, Nonocelusive HMDs

,\/ Hand based display move in conjunction with the user's hand. All senses can not receive stimuli from all types of displays.
Example: Palm VR
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So, what are the VR hardware components let us see; first is the displays. So, displays
are the physical perception of the virtual world is based on entirely on what the computer
displays. So, display is a method of presenting information to any of the senses; it maybe
visual, it may be aural or it may be haptic. So, there are 3 kinds of display system first is

a stationary display then head based display and hand based display.



So, stationary display are fixed in a place and the output is rendered to reflect the
changing position of users input sensory organ. So, it is basically monitor based or
projection based using different 3D projection systems. Then head based displays which
is which are worn or attached to the users head or move along with the head, here the

display move and remain in a fixed position relative to body’s sensory inputs.

So, example of these are occlusive HMDs Head Mounted Display and nonocclusive head
mounted displays. And finally, the hard hand based displays which move in conjunction
with users hand and all senses cannot receive stimuli from all types of displays. So, these
are the hand based display are least used now a days. So, mostly you hand head based
display and stationary display are used for the purpose of create for the purpose of

displaying the sensory simulation to the user.

(Refer Slide Time: 14:23)

] VR hardware (Contd...)

Visual depth cues: Humans, while visualizing, pereeive + Vision: DLP (digital light processing) projector, LCD (liquid
information regarding the relative distance of objects in various erystal disply), and L.CoS (liquid erystal on Silicon) are the
ways; these indicators of distance are called depth cues latest display technologies which are customized for VR

W Example: Google (lass, .Umlv;:ﬁ Holalens, and. Avegant

.+ Mlonoscopic fnvage depth cues: These can be secnin 3 Glyph T
¥ single static view of a scene, as in pholographs and paintings.

Sound: speaker tochnology. Latest technology includes bone

. }N‘m!mﬂic image depth cues: These depends on parallay, conduction methods which vibrate the skull and propagaie the
““which is the apparent displicement of objects viewed from waves 19 (he inner car.

different location. Example: Google Glass
{)]ﬁhl depth cues: These depends on parallax created by + Touch: Haptic displays. These feedback can b given in the

the changing relative position between the head and the form of vibration, pressure or teggperature.
objeets being observed (one or both may be in motion), T

+ Physiological depth cues: These are generated by the eye's
muscle io bring an objeet info clear view.
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So, let us see what are the visual depth cues? So, human whiles while visualizing
perceiving perceive information regarding the relative distance of the objects; relative
distance of the objects in various ways and these indicators of distance are called as the

depth cues.

Means, while visualization what the user is perceiving among the distance of object that
is called as your visual depth cues. So, 3 three types of visual depth cues depth cues are
there; first is monoscopic image depth cues, second is stereoscopic, then motion depth

cues and final is the physiological depth cues. So, monoscopic depth cues is related to



the static view of a scene as in photographs and paintings, you can see this monoscopic
depth cues. Similarly, stereoscopic this depth cues is which depends on parallax which is

the apparent displacement of the object viewed from different location.

And motion depth cues are that it depends on the parallax created by the changing of
relative position of the head and the objects being observed. And final one is the
physiological depth cues which are generated by the eyes muscle to bring an object to
into a clear view. So, apart from visual depth cues let us see what are the vision, sound

and touch that are very important for the VR hardware.

So, for the vision purpose now a days DLP that is Digital Light Processing projectors are
used or LCD, Liquid Crystal Display projector are used or LCoS that is Liquid Crystal
on Silicon are the latest display techniques which are already customized for VR; some

of the examples are Google Glass, Microsoft Hololens and Avegant Glyph.

So, for the sound purpose speaker technology are used latest technology includes bone
conduction method this is very important; which is now a days a major breakthrough in
the in the domain of research, virtuality research that is the bone conduction method
which vibrate the skull and propagate the waves into the inner ear that is the use of
Google Glass are the Google Glasses are very much used for this purpose. And the
purpose of touch haptic displays are use 6 degree of freedom or 8 degree of freedom
haptic devices are used in which feedback can be given in the form of vibration, pressure

or temperature.



(Refer Slide Time: 16:42)

] VR hardware (Contd...)

Interface to the virtual world (input)
+ VR system needs hardware devices that monitor the user in onder o provide the user information necessary o make a
displuy physically immersive, Inpuis from the user also enable them to interact with the virtual world,

+ There are two types of input to a VR application: user monitoring and world menitoni

* User monitoring
¥ It includes the continuous tracking of both user movements and user initiated actions,

v Adtive user monitoring - user inpuls information into the system
Example: Use of spoken commands, physical control like wands, joysticks, steering wheels, keyboards

v ﬁ-.m.i\c user monitoring - Information is supplied to the computer about where and how user is moving and where
ey are looking.
Example: Body tracking (Hands, eves and feet) and position tracking [Il'\_u"» location and orientation)
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Next the interface to the virtual world; so, VR system needs hardware devices that
monitor the user in order to provide the user information necessary to make a display
physically immersive. And inputs from the user are also enable to or enable them to
interact with the virtual world. So, there are 2 types of input to a VR application that is

user monitoring and world monitoring.

So, user monitoring includes continuous tracking of both users movement and users
initiated actions. So, active there are 2 kinds of user monitoring also so, first one is the
active user monitoring and second one is the passive user monitoring. In the active user
monitoring user inputs the information into the system; that means, the examples can be
given as use of spoken commands, physical control like wands, joysticks, steering

wheels and keyboards these are the active user monitoring devices.

Similarly, the there are some passive user monitoring devices also. So, in which in
passive user monitoring information is supplied to the computer about where and how
user is moving and how they are looking inside this particular virtual created virtual
environment. So, this passive user monitoring can be achieved with the help of body
tracking; that means, hands, eyes and feet movement can be tracked; along with position
tracking; that means, user location and orientation whenever there is a motion of user

with respect to virtual environment. So, users location and orientation can be tracked



with the help of position tracking that will come under the umbrella of this passive user

monitoring.

(Refer Slide Time: 18:23)

] VR hardware (Contd...)

World monitoring
¥ Here the real world input and information about change in the virtual world is carmed out through time or user
manipulation
¥ Real world input i often used to ereate portions of virtual world in real time. This type of information s gathered by
transducers | equipment that gathers information :uﬂr_wﬁlc_&_ﬁu}, which report information about a portion of the
real world, T

Example: Weather monitoring station ~—"
¥ Inelusion of real world data in a VR application is helpful in various scenarios
- ‘ -
A= Analysing and exploring acquired scientific data
s =Pleventing users from colliding with objects m real world

\=Preparing for a real world dangerous task

"-’—"i'lmming for modifying or using real-world space

£ Educational experiences
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Now, after the user monitoring the world monitoring; the world monitoring is here the
real world input and information about change in virtual world is carried through time or
user manipulation. The real world input is often used to create portions of virtual world
in real time; this type of information is gathered by transducers application of transducers
which is a equipment that gathers information and translates the data and which report

information about a portion of the real world.

That means, the example is weather monitoring station the what they do? They use the
transducer to gather the information about this real world and translates the data and
converts into a propagates that information to a virtual world. So, this is the use of the
weather monitoring station. Now, the inclusion of real world data in a VR application is
very helpful in various scenarios; such as analyzing and exploring acquired scientific

data, then preventing users from colliding with objects in the real world.

Then preparing a real world for a dangerous task which cannot be which is very much
easier to train in the virtual environment. Then planning for modifying or using real
world space and finally, the educational experiences in which the training educational

training is given to pedestrians some of the examples are training to the pedestrian,



training to the firefighters. So, this kinds of educational experience also can be given to

the users.

(Refer Slide Time: 19:56)

] VR hardware (Contd...)

Computers

¢ Acomputer executes the virtual world generator,

¢ The location of the PC is important for body fixed displays. If separate PC is needed to power the system, fast and reliable

communication must be provided between headset and PC. :

+ Specialized computing hardware like graphical processing unit (GPUs) have been optimized for quickly rendering graphies
to & sereen and they are adapted to handle specific piﬁirﬁmc demands of VR.

U {_J_l}pmr interface chip are used to convert the input video into display commands.

-‘)ﬂmxmllmllm are frequenily used to gather information from sensing devices and send them 1o main computer using
standard protocals, such as USH.
——
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Finally, the computers which executes the virtual which executes the virtual world
generation the location of PCs are very much important for body fixed displays. If
separate PC is needed to power the system fast reliable and fast reliable communication
must be provided between the headset and PC; that means, the connection between the

headset, head mounted display and the computer should be that much fast and reliable.

Specialized computing hardware like graphical processing unit; GPUs have been
optimized for quickly rendering graphics to a screen and they are adapted to handle
specific performance demand of any virtual reality applications. Then display interface
chips are also used to convert input videos to display commands. Then microcontrollers
are also frequently used to gather the information from sensing devices which are used
for the artificial sensory simulation and send them to main computer using standard

protocol such as USB.



(Refer Slide Time: 20:57)
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So, these are the some taxonomy of virtual reality and AR augmented reality input
devices. So, here the type handheld wearable and spatial devices are also there spatial
techniques are also there. Then what are the devices used for that, then who are the
producers input and information what are the information we are obtaining. So, for the
vision, audio, motorial, location and orientation different VR and VR AR input is written

here.

So, for vision all kinds of hand all kinds of; all kinds are possible that is handheld
possible wearable will possible and spatial also possible; likewise for the location
handheld spatial and orientation handheld are possible. So, for what are the devices those
are used for the for this purpose? So, first is the default camera infrared camera then

microphone for the audio purpose.

Then for the motorial purpose what you are using? Mouse, gamepad, joystick,
keyboards; for the handheld devices hand and head trackers are used. Then
accelerometer which is generally used for the tracking of users head movement; then the
wearable devices gloves, data gloves or different kinds of (Refer Time: 22:04) gloves are
used in which the users finger motion are captured and different activities regarding this

wrist motion and the your pitch roll can be captured with the help of this gloves.

So, for the location purpose now a days GPS and RFID techniques are used along with

this ultrasonic techniques and the for the orientation infrared and ultrasonic devices are



used. So, the producers regarding this are VR controllers intersense tracker controllers
these are some reputed devices controller producer devices; LEAP motion 5DT

datagloves, then motion tracker, occulus Rift, intersense tracker controllers are also used.

So, for this devices the inputs are for the vision the inputs are image or image plus
infrared. For the audio obviously, the input is sound for the motorial inputs are
movement keystrokes and for the handheld, you can say movement and acceleration and
for the wearable the input will be movement. And similarly for the location we are

getting the input as a location, then location indoor or outdoor orientation and detection.

So, what are the different information we are getting? The pattern recognition, motion
tracking is also possible invisible object can be recognized then speech recognition then
select text and gesture also can be obtained, then motion tracking position fixing, roll

pitch, yaw tracking. So, these are the information we can obtain with the help of this VR

and AR input devices.

(Refer Slide Time: 23:41)
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So, similarly for what are the VR AR output devices and what are their output and
information we are obtaining, it is clearly mentioned here. So, for the for similarly for
the vision, audio, touch, smell and taste this kinds of output what are the outputs we are
obtaining from this we will see here. So, basically for the vision purpose the device that
are used is handheld devices or head mounted devices or spatial devices HMD wearable

and both HMD plus spatial. For the audio purpose HMD are also used handheld devices



are also used, for the touch purpose handheld device and spatial devices are also used

and smell HMD and for the taste HMD are used.

So, what are the devices; relevant devices used for the for this purpose so, mobile
devices, optical devices, projectors, LCD displays, then video see through glasses,
holographic projector, then polarization display and glasses anaglyphic glasses and
default devices are also used. For the purpose of audio also obviously, speakers,
headphones and earphones are used. For the touch purpose haptic devices, vibrating

mobile devices and game controllers are also used.

Then for the smell and taste purpose gustatory display are used. So, who are the producer
for this particular devices? Google cardboard and the virtual Google cardboard and the
virtual devices Occulus and Occulus Rift and Nvis HMD are used. Then the JBL sound
so, surrounding sound Occulus Rift, HTC Vive, Occulus game XBOX controller are also

used.

Then what are the output we are obtaining from this kind of devices let us see; the image
then 3D images surrounding sound stereoscopic and sound and different kinds of motion
and vibration along with taste and smell for the type of output device like smell and taste.
And the finally, let see what are the information we are obtaining with the help of this

kind of devices which are which you are using.

First is text kind of information we can obtain then virtual information about this virtual
objects highlighting, 3D text and 3D textures can also be obtained along with 3D
highlighting. Then what are the direction in which sound is propagating translations,
additional sound and improve sound also we can obtain with the help of this devices.
Then motion along with haptic feedback we can obtain then flavour and fragrance of the
different users in the virtual environment can be obtained with the help of this VR AR

output devices.
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So, these are some softwares so, VR softwares it would be ideal to program the VR
system by providing high level description and having the software that determines the
low level details automatically; that means, in a VR engine low level detail detailing of

the environment can be done automatically.

So, in application of VR broaden special is VR engines are likely to emerge. So, this may
involve a software developing kit that is called as SDK for particular headsets whichever
headset you are using for that particular headset we can develop the software
development kit. That handles the lowest level of operation such as device drivers, head

tracking and a display outputs.

Nowadays HMDs are enabled with the SDKs, which we you can directly used for the
purpose of this head tracking and the display outputs. So, these are certain input devices
that are used for the softer part head trackers, game controllers and the keyboard and
mouse. So, it will be fed to the information will be fed to the virtual world generator and

output will be in the term of visual display aural display and haptic displays.
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Virtual world: real vs, synthetic
* Virtual world could be completely synihetic where numerous tnangles are defined in a 31 space, along with material that
indicate how they interact with light, sound and, forces. Computer graphics addresses images from synthetic models.
* Virtual world might be a recorded physical world that was captured using modern cameras, computer vision, and
simultancous localization and mapping (SLAM) techniques.

Matched motion
* Most basic operation of the VWG is to mainiain a correspondence between user motions in the real world and the virtual
world. In the real world, user's motion are confined to a safer region which is called the matched zone. One of the

greatest challenge in the virtual world is mismatch of ahstacles.

User locomotion
¢ Inmany VR experiences, users want to move well outside of the matched zone. This motivates locomation, which means
movement in virtual world but this motion is not mafEhed in the real world BN
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So, let see in the this virtual VR software part what is the difference between this real
world and the synthetic world? So, virtual world could be completely synthetic where
numerous triangles can be defined in a 3D space along with the material that indicate
how they interact with loud light sound and forces and computer graphics addresses the
images from this particular synthetic models. Then virtual world might be recorded
physical world as a physical world that was captured using modern cameras computer
vision and simultaneous localization and mapping techniques that are the slam

techniques.

Then matched motion; so, most basic operation of the virtual world generator used to
maintain a correspondence between users motion in the real world and the virtual world.
In this in the real world the user’s motion are combined with safer region which is called
as the matched zone. So, user can perform means necessary operation in a safer zone that

is called as your matched zone.

And one of the greatest challenge the virtual environment is mismatching within the
obstacles. Finally, the user locomotion in many very VR many VR experiences you just
want to move well outside of the matched zone this motivates locomotion which means

the movement in virtual world, but this motion is not match with the real world.

So, outside the safer zone the user can move also which is called as your locomotion. So,

this is the in this particular thing the users motion will be not match with the real world.
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Physies
+ The VWG handles the geometric aspects of motion by applying the appropriate mathematical transformations, VWG
usually implements some physics so that as the time progresses, the virtual world hehaves like the real world
* One important aspect is application of collision detection algorithm which determines whether two or more bodics
are inferseeting in the virtual world.

Networked experiences
In the case of a networked VR experience, a shared virtual world 1s maintained by u server,
Each user has a distinet matched zone, Their mutched zones might overlap in the real world, but one must be careful
50 that they avoid unwanted collisions.

Developer chaices for VWGs
Adeveloper could start with a basie SDK from a VR headset and build their own VWG from seratch. Developer must
build the physics of the virtual world from seratch i.e. avatar movement, collision detection, lighting models and
audio v

+  Inother situation, a developer may use a ready made YWG that is customized to make a particular VR experience,

Examples: Open Simulator, Vizard, |ﬂ}_}|]. Unreal engine e
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So, certain physics networked experiences and developer choices for the virtual world
generator we will explain we will discuss also. So, the VWG that is Virtual World
Generator handles the geometric aspect of the motion by applying appropriate

mathematical transformation we will which will we will see in the next lectures.

Though VWG usually implement some physics; so that that as a time progress, the
virtual world behaves like the real world that the user should feel that he is emerged in
that virtual world though emerged in the virtual world which is the replica of the
particular real world. So, one important aspect is application of collision detection
algorithm which determines whether the 2 or more bodies are intersecting in the virtual

world.

So, there should be collision between the user and the particular object present in the
virtual world otherwise there will be propagation through the particular object that is
present in the virtual environment. Then network experiments experiences in the case of
networked VR experience a shared virtual world is maintained by a server, in which user
has a distinct match zone there match zones might overlap in the real world, but one

must be careful about this matching; so, that they avoid unwanted collisions.

And developer choice is for the virtual world generators also means maintain. So,
developer may use a readymade virtual world generator which is customized to make a

particular VR experiences. For that purpose open simulator wizard 5.0 now, it is wizard



6.0, then unity 3D; unity 3D and unreal engine and also used for this purpose. So,
developer can start from start creating a SDK from for a headset with his own virtual
world generator or use the existing virtual world generated devices virtual world

generator devices along with inbuilt SDK that is software development kits.

(Refer Slide Time: 31:07)
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So, what are the state of art of studies using this VR and AR technique techniques? So,
the technological characteristics are both your virtual reality and augmented reality. So,
an application domains are basically focus in hazard identification, safety education and
training, safety inspection and instruction so, these are all the application related to the
safety domain; though VR and AR apply to many domains like safe mining training,

healthcare training and fire fighting training.

So, we are focusing on the safety domain in which hazard identification, safety education
and training, then safety inspection and instruction can also be done. So, what are the
safety enhancement mechanism that can be in cure; where the safety enhancement
mechanism can be incorporated? First is your working environment, then for the workers
behavior then regarding the high risk equipments simulation, then work sequence work

plan and work sequence.

So, finally, you are created environment or virtual generator virtual world can be

evaluated also with the respect of safety. So, for that subjective assessment and



evaluation method is used and objective assessment and evaluation method are used now

a days. So, let us see what certain applications regarding this virtual reality.
(Refer Slide Time: 32:23)
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Ophthalmic virtual reality surgical training system

Khalifa, Y. M., Bogorad, D, Gibson, V., Peifer, 1., & Nussbaum, J. (2006), Virtual
reality in ophthalmology training. Survey of ophthalmalogy, 31(3), 259-273.
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Here you can see applications of VR; so this is this is from the general of virtual reality
in ophthalmology training which is published in survey of ophthalmology and this is
ophthalmology ophthalmic virtual reality surgical training system; we can see how they

are using the virtual reality technique for the surgery purpose, surgical training system

purpose.

(Refer Slide Time: 32:46)

Virtual Reality-based pilot training for
underground coal miners

Grabowski, A., & Jankowski, J. (2015), Virtual reality-based pilot
training for underground coal miners. Safefy science, 72, 310-314.
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Similarly, you can see virtual reality based pilot training for underground coal miners; it
is published in the safety science journal virtual reality based pilot training for
underground coal miners in the year of 2015. So, here the operators are mined coal
miners were trained in the virtual environment; regarding the how to operate inside an

old underground coal mining.

(Refer Slide Time: 33:08)
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Now, here you can see virtual reality based accident simulation for training of a

processing industry operators it is published in the Advanced Engineering Software

journal in 2013 in which the operators are trained in the process industry for the standard

operating to learn the standard operating procedure, how they will interact with different

devices present in the process industries.
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Virtual reality based interactive construction
training simulator
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Goulding, J., Nadim, W., Petridis, P., & Alshawi, M. (2012).
Construction industry offsite produstion: A virtual reality
inferactive iraining environment prolotype. Advanced
Engineering Informatics, 26(1), 103-116.
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Similarly, the virtual reality based interactive construction training simulator; here the
newly joined construction worker will be trained, how to interact with the different kinds
of devices or different kinds of equipments that are present in the construction off site or
on site. So, this is published in the journal of Advanced Engineering Informatics in 2012.
So in the construction site how you will train your operators or construction workers to

react to different kinds of hazardous situation; along with to different standard operating

procedures.

(Refer Slide Time: 34:05)

Ergonomic analysis of operator while
performing assembly operation

Puthenveetil, 5. C., Daphalapurkar, C. P, Zhu, W, Leu, M. C,
Liu, X. F, Gilpin-Meminn, J. K., & Snodgrass, $. [, (2015).
Compuler-automated ergonomic analysis based on motion
caplure and assembly simulation. Firtal Reality, 19(2), 119-128
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Now, ergonomic analysis of the operator also can be performed while assembly

operation with the help of this virtual reality techniques.

(Refer Slide Time: 34:13)

Identification human errors in EOT crane operations
and its visualisation using virtual simulation

Dhalmahapatea, K., Pradhan, 0., Das, 8., Singh, K., & Mait, J.
(2018). Prionitization of human erors in EOT erane operations
and its visualisation using virtual simulation. In 4th ternational
Conference on Recent Advances in Iiformation Technology

(RAIT) (pp. 1-6). IEEE.
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Now, identification of human error in EOT crane operation and visualization of using
virtual simulation it is publishing in the this work is published in the Conference of

Recent Advances in Information Technology in 2018 K. Dhalmahapatra and J. Maiti.
(Refer Slide Time: 34:28)
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So, these are some references input and references regarding this particular lecture. So,

where we adopt this techniques and connecting information regarding this lectures. So,



understanding virtual reality a book by Sherman and Craig; Sherman and Craig, then
Steven M. Lavalle virtual reality book, then this is the particular journal a critical review
of virtual reality and augmented reality applications in construction safety. So, in this

particular lectures so, what let we saw how to approach to virtual reality?

(Refer Slide Time: 35:03)
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So, what is virtual reality VR what is AR and what is MR and how the what is the
components of the virtual reality system; that means, component of virtual reality. Then
how the VR techniques are working; that means how the virtual world is generated that
1s VWG; Virtual World Generator. Then what are the input and output devices that are
now a days used for the creation of virtual reality and augmented reality. And finally,
what are the applications VR applications recent VR application those are very much

applied to different very much applied to different industries.

So, I hope this lecture will help you to gain certain knowledge about the virtual reality
techniques although you can refer these books and the references which I have provided
for the better knowledge of this virtual regarding is virtual reality augmented reality and
the mixed reality. And you can also think of how to apply this virtual reality technique
for training purpose or hazard identification purpose or hazard recognition purpose in

your particular work place in which you are working.

Thank you.



