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Lecture — 52
Time Series Modelling- VAR modelling y

Hello everybody, this is Rudra Pradhan here, welcome to Engineering Econometrics and
we are in the process of Time Series Modelling in that too the structure of you know
VAR modelling. In the last lecture, we have discussed something called as you know unit
root, then co-integration and then the structure of you know VAR, we have specifically
highlighted, what is the structure of you know unit root and the kind of you know co-
integration. Once again, I am just connecting to the unit root and then move to co-

integration and finally the VAR setup.
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Motivation for Dickey Fuller Test

+  Consideran AR(1) process:
VACENEET oot
where & is a white noise process.

*  Suppose we want to test Ho: a=0

Under Ho, we can estimate equation (1) using OLS.
+  The situation is quite different if we want to test the hypothesis Ha:

a=1
+ [Ifa=1, the variance of Yt becomes infinitely large as t increases
+  OLS estimate of (1) will yield a biased estimate of a.

Hence, the usual t-test cannot be used to test Ho: a=1
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So, the structure of you know unit root start with you know autoregressive scheme like
this, so, where Y t is connected with Y t minus 1 and we are supposed to check actually
whether a is statistically significant or not. So, this can be tested with you know without
any constant and trend, we can test with a constant and we can test with constant and
trend so; that means, every time there are 3 different ways, we can test the unit root. So,

the Dickey Fuller test is like this and we have to check whether you know, the particular



coefficient is statistically significant and you can go ahead with this simple OLS

technique and then derive the conclusions ok.
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Dickey Fuller Tests

+  Three different equations may be used to test the presence of unit roots:
A=Y+ )
AY: =J2T;!Y|.| +E
AYi=a + bt HyYute
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Then if it is actually statistically significant then we will start with rejecting the null

hypothesis that the variable is actually non stationary and ultimately the variable will be
stationary. If not then you will regress the model with you know first different equations
and as a result. So, we have a here 3 forms, the first one is with no constant and you
know trend so; that means, we have simple start with the variable so here, there is a

constant and here there is a constant and trend.

So, whatever maybe the forms ultimately, the end result is you know the statistical
significance of these parameters, the coefficient of you know Y t minus 1. And that
brings the nature of the stationarity and the order of integration that is by this simple

Dickey Fuller test.

(Refer Slide Time: 03:06)
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Dickey Fuller Tests

.

So, again I am not going in details and then you like to check actually, whether the
variable is stationarity or not. And if it is stationary, at what levels and again, in what
forms; is it with you know pure random, walk without drift and without trend and again
random walk with drift, that is what the constant and then random walk with drift and
you know trend that is you know dealing. So, the ADF is just extension to the DF by

addressing or you know adjustment with you know the lag length. So, likewise we have a

IITKHARAGPUR

Three different equations may be used to test the presence of unit roots:
A=Yt
AYi=a+y¥u+e
AYi=a + bt +yYoi+e:
Difference: Presence of deterministic elements a and bt.
Interpretation:
= Equation (1) => pure random walk model

- Equation (2) == random walk with drift

= Equation (3) => random walk with drift and a |inS\r deterministic trend term,
Parameter of interest in all three cases: ¢
Methodologies of the tests are same, but the critical values of the tests
are different!
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another test called as you know Phillips Perron test.

(Refer Slide Time: 03:34)

Augmented Dickey Fuller (ADF) Tests
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Not all time series processes can be well represented by
an AR(1) process.

Add lags of AY: in the model as additional regressors to
take care of autocorrelations of higher order!

Problems concerning appropriate lag length:
- Choose a lag length that is sufficiently high.
- Approach: general to specific modelling,
= Criteria: Akaike InformationCriterion (AIC) or BIC/SIC/SBC
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Phillips-Perron Tests

*+ PP Test: A generalization of DF procedure that allows a
fairly mild assumptions concerning the distribution of
the errors

+  Expressions are extremely complex!

+  Critical values of PP statistics are precisely those given
for the DF tests!
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Unit Roots and Structural Change

* In performing unit root tests, special
care must be taken if it is suspected
that structural change has occurred.

* Crude Approach:

- Divide the time period into a few sub-
periods

— Carry-out unit root tests with a moving
window and examine whether results

remain the same.

NPTEL ONLINE

IITKHARAGPUR CERTIFICATION COURSES

(Refer Slide Time: 04:03)



P 4SSt ED

Three Important Extensions

* Multiple unit roots
+ Seasonal unit roots

* Focus should to the extent possible
on the data generating process!

—Example: Currendy in circulation series!

* Panel unit roots
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And some of the structural change may happens so in that case, the best test statistics
which you can apply is called as a unreliable test. And unreliable test will give you some
kind of you know structure to carry out whether, the variable is reaching stationarity or

not.

(Refer Slide Time: 04:10)
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Figure: Year over Year Chart of Weakly Growth Rate of
Currency in Circulation from 199293 to 1999.00
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So, now, what we will do here? So, you know we will just check the behaviour of the

variables and bring whether the variable is reaching stationarity and at what forms right.
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Problems in Testing for Unit Roots

¢ Lackof sufficient statistical power
+ Determination of the deterministic regressors
+ Possibility of structural changes in a series.
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Unit Roots and the Data Generating Process

+ When lack of power is a serious problem,
sometimes a hard look at the DGP could throw
some light!

+ Example: Professor’s salaries in India and the
United States

— Age-wage norm in India
— “Raise” in case of the United States
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] Part II: Cointegration

Motivation

+  Fstimated equations using time series data often showed a very high R*

and poor Durbin-Watson statistic!
'|\t

\
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So, after that we will move into the concept called as you know co-integrations, let me
bring into the co-integration concept, because the concept of unit root, we have already
highlighted in the last lecture and the co-integration starts with you know simple,
regressing Y upon X provided these system starts with you not integrating Y and X. So
for instance, let us say there are 2 variables Y and X. And, we like to know whether Y
and X are correlated each other, there are various you know methods are there starting

with you know simple to complex.

So, we can actually use the a you know simplest form of the model called as you know
Engle Granger’s approach E G approach or you can apply simply called as you know
Johansen Juselius approach. In the Engle Granger approach, which is actually simplest
way to know the things it has the 2 step process, that is why it is called as a Engle

Granger’s 2 step co-integration test.

The first step is to check whether, you know Y and X are you know related to each other.
So, we start with you know regressing, bring linear regressions in that too through LS
technique and then check whether beta coefficient is significant and get the estimated
equation. And finally get error terms, which is difference between Y and Y head and we
need to check whether, the particular error term is actually stationarity or non

stationarity, that is the step 2 process.

In the step 2, step 1 the coefficient should be statistically significant and in the step 2, the

error variable should be stationarity in nature, if that is the case and we will have it then,



we declare that you know Y X are you know co-integrated to each other, that is the
declaration we will have and that is the need through, which you can actually a proceed

for the vector autoregressive schemes.

(Refer Slide Time: 06:29)
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Part II: Cointegration
Motivation
+  FEstimated equations using time series data often showed a very high R*

and poor Durbin-Watson statistic!

What happens when one regresses two completely unrelated random
walks?

+  Simulate 100 pairs of random walk of length 100. Call each pair (Xi,Yi),
i=1,2, ..., 100,

*  Regress Yion X where i=1,2, .., 100

+  What did the result reveal?

Implications: Regression equations might have depicted nonsense
relationship.
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Sargan and Bhargava Approach

+ Atraditional approach

+ Test statistic is based on the estimated value of the
Durbin-Watson test statistic!

+ Cointegration Regression Durbin-Watson (CRDW)
test.

+ The test lacks sufficient power!
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So, what we will do actually? So, this is what we know called traditional approach, then
you know even if we can use co-integration regression by Durbin Watson, that is
technically called as a CRDW and then we w ill go for by you know, simple Engle
Granger approach, what I have already highlighted ok. So, this is step by step process,



simply regress Y upon X then get the residuals and check residuals you know stationarity

and that itself will give you the indication about the you know entry to VAR setup.

(Refer Slide Time: 06:55)

PP sl BD

Engle-Granger Approach

+  Regress Yeon X
+  Letthe residual of the equation be R
+  Ruisthe error at time point t.

+  Incase of cointegrated variables, large errors will get corrected
over time!

Error Correction Equation: Regress AYvon AXiand Rit

+  Coefficient of Re1 tells us about the speed of adjustment of the
process.
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Cointegration

+ Knowing exactly when the problem is serious
— Focus on D-W statistic
* Focus on the data generating process:

— Sometimes, the empirical choice of a variable
is not clear.

— Ifthe choice is right, then the performance of
the error correction equation may improve
dramatically!

NPTEL ONLINE

ITKHARAGPUR CERTIFICATION COURSES

And a technically, we have also you know, different you know test structure called as
you know Johansen Juselius, it depends upon you know it is again, you know it is a kind
of you know vector format and like here, when we are you know using Engle Granger’s

approach or you know CRDW. So, where you know, it is a kind of you know simple



form, we just regress Y upon X and then derive the error term and then check the

stationarity of the error term.

But in the Johansen Juselius approach, we are suppose to you are supposed to bring
actually the kind of you know vector forms, where we have 2 different test statistic
through each you declare the you know co-integration, that is the you know structure
called as you know trace statistics and maximum eigenvalue statistics. And, on the basis
of you know trace statistics and eigenvalue statistics, we can declare, whether the
variables are you know co-integrated or not. In the Johansen Juselius approach, so if you
look for the kind of you know co-integration, then with respect to 2 variables so there is
a feasibility of you know, 2 co-integration or 1 co-integration or you know say no co-

integration.

So technically, whether it is a 1 co-integration or 2 co-integration, there is a co-
integration and if not there is no co-integration. So now, the VAR you know structures
specifically you know needs, the kind of you know the kind of you know inference about

the co-integration.

(Refer Slide Time: 09:14)
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Vector Auto%ression (VAR)

: y/A [

P

It should be feasible to estimate large-scale macromodels
as unrestricted reduced forms, treating all variables as
endogenous.

~ 5ims
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So technically, in the VAR setup, if you go to the VAR, the VAR setup is like this. So, we
like to know what is the, you know linkage between Y and X? Whether you know

unidirectional, bidirectional or simply neutrality and we can you know test this



hypothesis through simple VAR structure or if not then the VECM structure. So that

itself, you know differentiate with the help of you know co-integration.

So; that means, technically the issue of you know, the issue you know VAR is like this.
Technically it will be like this so for instance, let us say Y and X and we call it Y t and X
t and then we start with you know VAR setup and then there is called as you know
VECM setup, vector autoregressive which is actually the core of this problem. And, then
the other form is called as you know VECM, that is the first VAR and then ECM is the
error correction mechanism so; that means, there is a error correction term which we will
derive because the usually the error terms U t is entered as you know error correction

terms by bringing the form called as you know U t minus 1.

And then as usual the VAR models and then we introduce the error correction term and
then again we go for the estimation. So here, you need to check you know the coefficient
of the error correction terms as well as the coefficient of you know variables, the
coefficient of the error term will give you the long run single on and the coefficient of
the you know variables will give you certain signal. So, ECM involvement means so
there is a indication, that you know co-integration, but that co-integration may not be
actually in the long runs. So now, in order to know whether there is long run kind of you
know inference. So, the ECM term will be error correction term will be integrated with
the VAR setup, then the model can be turned into vector error correction model and then

finally, you have to estimate and test the kind of you know structure.

(Refer Slide Time: 11:37)
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Plan of the Session
Part I: Introduction (10) &

Part II: Motivation (20)
- What is macroeconomics?
- Why macroeconomics?
- How should working managers read macroeconomics?
+  PartIll: An Introduction to Social Accounting (30)

+  Part IV: Macroeconomic Resources (10)
- Books, Journals & Websites

+  Part V: Pedagogical Approach (20)

= Policies / Rules on This Course

= Class Performance / Project / Examination

= Plan for Next Session
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So, according that is what is the actually structure. So accordingly, we can see what are
the things we are suppose to discuss? So, the usually most of the you know financial data
or you know time series data in engineering time series data. Basically actually, you can
say that you know financial engineering, most of the variables is having actually times

spread and; that means, informations are available with respect to different point of time.

And, this kind of you know model is very easily useful, there like you know arch model
and GARCH model and autoregressive and moving average and then. So, according that
is what is the actually structure. So, accordingly we can see what are the things, we are
suppose to discuss? We will we like to you know check the kind of you know inference,

there is lots of you know history behind this you know VAR setup.
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Evolution of VAR: A Brief History

*  Simultaneous equations system:
* Very large system of equations b
+ Failure of the models in explaining crucial turning points
+  Role of identification in a simultaneous equations system:
= Toidentify all the parameters of the model, one must have sufficient
number of exogenous variables.
= Problem: Which variables are exogenous and which ones are
endogenous?
- Lagged dependent variables are considered exogenous.
= Artificial inclusion of kags (“long and variable lags”)

+  “Incredible identifying restrictions” (Sims, 1980: Macroeconomics
and Reality, Econometrica)
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Salient Features of VAR

+  Lettheory dictate only the choice of the variable,
+  Treat each variable in VAR as endogenous.
= VAR may also include exogenous variables!
+  Eachvariable is determined by its own past as well as by the pasts
of all the other variables.
+  Focus on the “reduced form” of the model.
+  Attempt to identify the structural form by imposing restrictions on
shocks or innovations.
+  While in macroeconomic model the focus is on policy simulations,
in VAR the focus is on impulse response functions and variance
decompositions.
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So, we can actually simply skip this.
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The Specification of Sims (1980)

+  Six variable system:

- Money

= Real GNP

= Unemployment

= Price level

= Real wage

= Import price index
*  Post-war quarterly data for the US and West Germany.
+  Initially estimated with lag lengths of four and eight.

*+  Conclusions:
= Even a small model can capture a rich set of dynamics.
= In both the countries, shorter lag lengths provide better results.
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Advantages of VAR from Time Series Perspective

*  Successive Generalizations of Time Series Models:
= ARIMA
- Transfer Function Approach: Generalization of ARIMA
= Limitations of Transfer Function Approach: Role of Feedback
+  Examples of Feedback:
= Terrorism and tourist arrival
= Impact of oil price on the prices of other commodities
* When there is feedback, VAR is a more appropriate
choice.
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Estimation of VAR

+ Use OLS to estimate each reduced form equation . A
separately. /

+  Limitation; Data driven approach

+  Withincrease in variables and increase in lags, number
of parameters increase like anything! '

*  AVARis likely to be over-parametrized.
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And then we can bring into the kind of you know structure, where we can have the, you
know requirement ok. So, the VAR form is actually start with a simple again OLS
mechanism, because the structure of VAR model will be like this, you see here Y t as a
function of you know alpha plus summation delta j Y t minus j plus mu summation mu j
X t minus j, j equal to 1 to p let us say, j equal to 1 to q. Let us say and plus a error
correction term ECT t minus 1 that is and then error term another error term, that is what

the model is all about.

And here and this so, we can put it here actually, let us say lambda the coefficient to error
correction term and we need to check whether this is statistically significant and in
addition to that, whether you know the coefficient of you know mu j is statistically
significant. So, this brings that you know X t is influencing Y that too in the short run
and this significance of the terms to Y t brings the long run impact ok. So likewise, you
can develop another model for X t same way and again you have to check the coefficient
of Y t here and the error correction terms then the given signal that it is the Y t which

influence the X t.

So that means, technically with 2 variables, we have 2 different you know model, one
with respect to Y t another with respect to X t and then check separately and come into
the conclusion, that you know whether both the models rejecting the 2 null hypothesis to

justify that X is causing Y and at the same time Y is causing X. If that is the case then,



we can say that you know that there is a bidirectional causality, if only one happening the
other one is missing then it is called as unidirectional causality and both are missing
completely then it is called as you know what we call as you know neutrality

happenings. So, the thing is that you know, it is tested with you know 2 variables only.

(Refer Slide Time: 15:15)

How to Choose Lag Length

..f ¢ (General to specific modelling ey
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But in the meantime, this can be extended with you know multiple variables so; that
means, the structure will be let us say a 3 variables, we know we can start with like this
you can start with like this in a say Y t ok. Let us say, Yt X t and Z t ok. So now, again
the structure will be here, Y t starts with the Y t minus j then X t minus j and then Z you
know Z t minus j. So, that will be another, variables to be added into the system and then
as a result, we have a 3 different models like this. So now, you like to check X t upon Y t
Z tupon Y t again, while you know, where you know we are you know targeting the first
equation, that times X t minus Z coefficient Z t minus t coefficients will be these you

know variables of you know choice to predict the Y

And again when we integrate with X t and Y t as the reference and Z t is the reference
then, that times we targeting whether Y is influencing X and Z is influencing X. Again
so, Z t is the reference variables, where we are linking X t upon you know Y t of course,
Z you know lag of this Z t will be there, here lag of the X t will be there and here lag of
the Y t will be also there and then check, whether X t is influencing Z t and Y t is also
influencing Z t. If that is the case, then we like to check how is this kind of you know,



linkage? So; that means, we have a multiple options here, compared to you know
bivariate case, in the bivariate case we have specifically 4 different situations,
unidirectional Y to X, while the reverse is not true, then again unidirectional X to Y the
reverse 1s not true then bidirectional, where both can go each other and neutrality that do

not cause each other, that is what the kind of you know concept.

But in the case of you know trivariate here. So, we have actually 3 such combinations, Y
X, Y Z and X Z and again we have 4 different specification under each groups. So
technically so, if 4 different you know kind of you know inference in each group. So,
technically we have a 12 different you know kind of you know inference inferences,
which we are supposed to be checked and you know get to know, how is the kind of you
know setup. Ultimately the VAR requirement or you know VAR structure is a you know
just to know whether the particular variables are you know interdependent to each other
and that too in a time series framework, it is slightly different to the ordinary, you know
linear regression model even though we are using here you know OLS mechanism, there

also we are using OLS mechanism.

In that case, we are just integrating Y t upon X t and Z t. So, Y t cannot be another
variable, independent variable there and all are you know independent, just we are you
know regressing X t and Z t with Y t, that is the 3 variables, there in the process, but here
the case is slightly different. Here of course, there are 3 variables, but by spread with lag.
So, it can have you know n number of variables. So, Y t minus j X t minus j, then Z t
minus j again, we have no clear idea, how the j will you know will vary, is it with respect
to 1 or with respect 2, with respect to 3, the moment you start you know 1 1, 2, 3 lag then
you know model spreads will start increasing and that brings you know, simple model to

complex models and simple structure to multivariate structure.

Even though, we are starting with you know VAR still this model has lots of you know
complexity and the kind of you know extension. So obviously since, you know there are
lots of you know lags involve in this process by default, we need to first optimize the lag
length. So, optimum lag length is the first hand choice in the VAR setup and that is how
the idea is you know to see, how to choose you know lag length? That is that is the big
deal. So, we have already discussed the choice of lag length, in the case of you know

arima cluster, arch cluster and GARCH clusters and where we have actually specifically



highlighted that you know, there are certain test statistics this includes AIC statistics, SIC

statistics, finance prediction error statistics.

These are the statistics are also equally used here to optimize the lag length and that is
the first and criteria of this process, once you do this then; obviously, by default you can
fix the lag length first. And after fixing the lag length then, you come to a kind of you
know conclusion that, you know model is you know specified, correctly specified and
then look for the kind of you know causality inference. For instance you know, the model
starts with at least you know 1 lag fast, it cannot start with 0, it will start with you know
1 lag then it can start with 2 lag, it can start with 3 lag, 4 lag and so on. So that means,
we have lots of flexibility here, we have lots of flexibility here, this same inference can
be checked with respect to fixing lag length 1 again, you can check these inference with

fixing lag length 2, again check the inference by fixing lag length 3 and so on.
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T
(TR
et
iy b [ A
N -« [
-
A B C 1} E F : H
1 Henth Inf InfOil Inf{=1) Inf0il(=1) Iadi{=2) InfOil{=2)
- hpr-35  p109 00
— 3 Hay=35 10.9 01 109 0.0
Jun=45 96 01 109 01 109 0.0
E Jul=95 56 0.0 5% 01 109 0.1
¢ hug-35 8.9 0.0 5% 0.0 56 0.1
o Sep=95 8.9 0.0 83 0.0 56 0.0
+— [ Det=45 85 =01 8.9 0.0 8.9 0.0
9 Now=55 8.2 =01 85 -0.1 8.9 0.0
1 Dec-45 66 =01 8.2 -0.1 88 0.1
1 Jan=96 50 <01 66 -1 8.2 =01
W Fa% €5 02 50 01 66 0.1
=1 Mar=56 5 0.2 45 0.2 5.0 0.1
u Apr=36 3.7 0.2 45 0.2 5 0.2
Hay=36 36 0.2 3.7 0.2 5 0.2
Jun=96 3.7 0.3 16 0.2 37 0.2
: 17 Jul-%6 3 10 3.7 03 36 0.2
hug=9% 9 na 4.3 1.0 37 0.3
Sep=96 51 140 49 1.0 13 21.0
fet=96 5 na0 51 1.0 9 21.0
2L Now=56 45 10 45 1.0 5.1 21.0
— 22 Dec-56 52 na 45 1.0 5 21.0
Taw 87 E1 MA [ 3] Mo 1LE 11 A

If your sample size is indefinitely very high then, you can you have lots of you know
flexibility to has the kind of you know models. For instance if you go to the, you know
problems excel sheet which we have already highlighted earlier, you will find excel
spreadsheet, where we have already used some kind of you know, analysis for the unit
root. So now, in this case see you know for instance the simple VAR modelling and what

we like to do? See let say Inf is the dependent variable here, then it will be regress with



the Inf't minus Inf with you know Inf't minus 1 then Oil t minus 1 provided inflation and

Oil, you know oil consumption 2 are you know in the kind of you know in the basket.

So now so, the inflation can be predicted with you know fast behaviour of inflations and
the oil consumptions that too vast behaviour of the oil consumption with the intention
that, you know the lag of these variables will influence the current performance of you
know inflation then, your if you fix you know lag length 1, optimum lag length 1, which
we will actually finalize with the help of OIC and SIC statistics and then you just regress
now, you know Inf with Inf minus 1 and Oil minus 1. Again, you go simple regression
mechanism and regress and check the inference of course, if we use VECM then, first
you actually bring, you know the error correction terms by linking actually inflation with

you know Oil then get the error correction term ok.

And the lag of the error correction term, which is actually instrumental in the VECM
process so; that means, technically if you bring BSM then another variable will be added
into the system in the form of you know ECM and then ultimately, you are supposed to
check the coefficient of you know Oil and the coefficient of you know ECM, the
coefficient of Oil will bring the certain impact of Oil to inflation and ECM will bring,
you long run impact to the inflations and in the similar fashion, this, this, this will be this,
will be the kind of you know, this will be the kind of you know structure you can follow
dependent variables and that can be linked with you know Inf t minus 1 and Oil t minus

1 and then the error correction term since, Oil t minus 1 is the dependent variable.

So, the target variable will be inflation t minus 1 whereas, the certain impact to the Oil
and then the kind of you know error correction term, the coefficient error correction
term, which is actually long run, long run impact to the Oil then you check the kind of

you know behaviour.

Now, if you try to extend the lag length let us say you know you are not happy with you
know one lag length you can go for you know 2 lag length or 3 lag length of course, we
like to fix on the basis of AIC and SIC statistics still, you can actually test. So, in that
case let us say if you are fixing a 2 lag length, let us say Inf is the original variable then,
you have Inf t minus 1 Oil t minus 1 Inf t minus 2 Oil t minus 2 and then error correction
term; that means, technically you have 5 you know 5 set of you know variables to this

particular system so; that means, you just imagine you know, if you start you know



increasing lag length you know, how is the complexity of this estimation and their kind

of you know model.

But it is the means that itself is the beauty of the VAR system and you know vector
autoregressive system and by the way these are the requirements through, which actually
you have to predict the kind of you know some of the engineering variables. Because, the
behaviour of a particular engineering variables in a current form or the requirement of
the future form exclusively, depends upon it is you know, first behaviour that is what is
actually represented by the lag structure, which we are actually observing here. And,
after knowing the particular structure then you can use any software to check, but
theoretically it should first convince that you know yes the lag variable impact is there in

the current you know performance of this variable then you can actually start.

So, every time the, if we starts with you know theoretical understanding because, it is at
the means end of the day it is all about econometrics. So, theoretical hint and logical hint
is actually mandatory to start this process otherwise, it is a simple you know mathematics
mathematical operation only which we can do easily, but the thing is that you know,
since it is a kind of you know application oriented and looking for a solution to a

engineering problem.

So, you should actually in the first end, convince that the theoretically there is such kind
of you know linkage and you know evidence and then through this technique and data
you empirically verify and being the you know, reality what is exactly happening on the
basis of theory and that too what data reads about it? What model speaks about it? That

is the kind of, you know structures.

(Refer Slide Time: 27:46)
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How to Choose Lag Length

¢ (General to specific modelling

+ Carry out tests for the significance of the last lag
matrix.

+ Gradually reduce the size of the lag length
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Impulse Response Function

¢+ Examines how “shocks” in one variable gets
transmitted to other variables over time.

+ Typical size of shock => one standard deviation of
the innovations.

+  Plots of the impulse response function for policy
shocks is equivalent to simulation
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So; that means technically, I like to highlight that you know VAR is a kind of you know
structure, which is very interesting to carry out with some kind of you know inference
and in response to VAR model and you know vector regression modelling, which we can
quantify and then we can test in a kind of you know quantitative framework by checking
the coefficient of these variables and the coefficient of the error correction term. And by
the way, we sometimes use actually the kind of you know chi square test to check the
validity of the models ok. But in response to you know the estimation process and the

check process that means I have the testing.



So, we have 2 different form, for which you can you know justify, the reliability of the
VAR model or VECM model that is called as you know impulse response function, that
is graphical inspection about this, you know model estimation and you know variance,
you know decomposition schemes. So, through you know impulse response you like to

check, how shock in one variables, gets transmitted to other variable over the time.

(Refer Slide Time: 29:26)
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Variance Decomposition

+ Reveals what fraction of the forecast error
variance could be attribued to own and other
variables.

+ Typically converges after a few steps.
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That is actually through impulse functions, we can derive and then usually the type you
know typical size of this shock is actually, should be you know greater than to one
standard deviation of the innovations, which is generated. And lots of these impulse
response function for the policy shocks and that too it is equivalent to some kind of you
know simulations right. So, the variance decomposition scheme, it reflects that you know
what fraction of the forecast error variance could be attributed to the own and the other

variables;

That means, we are linking actually let us say, Y t with Y t minus 1 and then the kind of
you know X t minus 1 or Z t minus 1; that means so, what is the own influence that
variable, you know if you are starting with Y t Y t minus 1s; that means, the variable own
behaviour is also reflecting the current form. And, then the other variables lag will also
influence that, you know the variance factor and the forecasting structures will be

derived through variance decomposition schemes.



(Refer Slide Time: 30:12)

NN RS R A R

Decompositions

* Choleski Decomposition
- Order the innovations!

= The complete ordering leads to a triangular
decomposition

= The impulse response functions etc. would depend
on the ordering

* Does ordering makes sense?
+ When is the system ordering invariant?
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Typically converges after a few steps and if this is the case, then we can actually get to
you know get to know that, you know the reliability of the model and some kind of you
know robustness, we are you know bringing. So, you now we are just ordering the
innovations, complete the you know ordering leads to a you know triangular
decomposition. And then finally, the impulse response functions would depend on this

particular you know ordering.

So, these are all actually different kind of you know setups through which, you know
justify the importance of the VAR modelling and their reliability structure and ultimately
end of the day, we like to justify that you know the VAR model is a reliable model
through which actually, we can forecast certain engineering, you know problems and that
too with the availability of you know some time series informations. Until unless, you
have a time series data you can bring into the lag forms and then we cannot use actually
VAR modelling, even if all the time series modelling starting with the autoregressive,
ARIMA, ARCH GARCH and the kind of you know VAR, every times your first hand
information should be a time series structure. If that is not the case then, you cannot use
this models for any kind of you know engineering prediction and forecasting and then

you cannot come with a kind of you know decision making situation.

So, the first hand requirement is that you must have a clear cut, you know understanding

about the problems and must have variables, you know clarity, how the present you



know past form can influence the current form and the future requirement. And, then
must have you know availability of you know time series data and that too in a long span
and that is what the strength of this types of you know models. If your time span or the
variable information is not so good enough then, this models that means, all these models
cannot be very handy to predict certain things as per the particular requirement. With this

we will stop here.

Thank you very much, have a nice day.



