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Lecture - 40
Extension of Dummy Regression Modelling- Dummy Independent Variable
Modelling

Hello everybody. This is Rudra Pradhan here. Welcome to Engineering Econometrics.
Today we will continue with non-linear regression modelling that too qualitative
response regression modelling, where we are actually discussing the forms of model like
linear probability model, logit model and probit model. In the last two lectures, we have
discussed the structure of linear probability model, logit model and probit model. In fact,
we have analyzed this you know the first two models that two linear probability model
and logit model with a kind of you know examples and you know the kind of you know
models are such a way the information will be transported into probability forms, either

it will be 0 or 1 or in between.

When the particular transformation will be 0 1 only, then you can use simply linear
probability model. Then, when the transformation will be in between 0 to 1, then you can
use either logit model or probit model which we have already discussed. So, in the last
lecture what we have discussed that you know the variable in the independent variables
side is the salary and the dependent variable side is the people's own house and the

counter part is the rented house.

So, that means the problem which you have discussed earlier is that it is the salary which
can decide whether people can stay in the rented house or staying in the you know own
house. Theoretically the expectation is that you know if people have high salary or high
income, they can have their own house and people having low salary, they can stay in the
rented house. That is what the perception. If people have high salary and they can stay
their own house, then the coefficients should be positive in nature. If not, then the

coefficient should be negative in nature.

So, also in the case of you know first models that is linear probability model, we just
asked the individuals about their salary and whether they are staying in a rented house or

own house. So, we can generate the information and simply run the model and then, test



the model as per the theoretical expectation. Again same problems we have investigated

through logit model where the forms of the model will be like this.
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Logistic Regression Model

* Instead, use logistic transformation (logit) of probability, log of the
odds
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We need actually probability p like there if people having own house, then it will be 1
and then, p becomes 1 and if people have no house, then p becomes 0. So, only yes no 0
1 that is the kind of you know things and that is the requirement of linear probability
model, but in this case we need actually p in between 0 to 1. Then, corresponding to p we
need 1 minus p and then, we need a ratio p by 1 minus p and then, we go for log
transformation of this odd ratio and then, integrate with the independent variable. That is
what the case is all about and for that we have already discussed and having information
about you know yes, no this model will not work and for that we have used group

sampling.

So, that means instead of you know 20 individuals, we can you know have 20
organizations, then every organization you should have a couple of samples maybe 20-
30-40 like this and with the expectations or the structure is that you know out of 40, few
will be you know having own house. At least few will be having own house you know,
so that you know we can have a probability value. So, the probability value will be you
know total sample will be the kind of you know indicator and out of which how many
are actually having own house. So, then the people will be having own house divided by

total other you know total sampling which you have actually interacted.



So, then you will get a probability value. That is what the p value and by default 1 minus
p will be the difference and then, you can just have the ratio will the quality odd ratio and
then, after the transformations we can have the actual dependent variable which can be
integrated with the independent variable that too in the form of you know logistic

structure. So, this was the logistic structure.

So, that means actually if you transfer into exponential form, it is nothing, but you know
p by 1 minus p equal to e to the power alpha plus beta x. So, just you know and that
means technically the particular form is a logistic format only. So, it is a linear format
and that the linear probability model is the linear format and here non-linear format that

too the application of you know logistic functions.
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So, likewise we have already discussed, so the form of the logistic function would be like
this. It is clearly indicated that you know I had seen non-linear in character compared to

the previous you know Linear Probability Model
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The structure will be straight line and here the structure will be simple you know like
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you know s types, you know structure and we use group sampling to analyze this

particular case.
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Interpreting Logit Regression Results

* Logit coefficients cannot be interpreted in the same way
as in OLS. Since the relationship described is not a linear
ong, it cannot be said that a unit change in the
independent variable leads to <blank> change in
dependent variable.

. Lo]git coefficients can tell you the direction of the

relationship between the dependent and independent
variable, whether it is statistically significant and give
you a general sense of the magnitude.
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So, the interpretation will be also you know like that if odd ratio actually are high, then it
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is a positive impact if water is having low and this is actually low apart or you know

negative impart likewise.



We can actually connect with the various other problems and then, you know analyze
whether you know logit model is a very effective component to address, some of the
engineering problems as per the particular you know requirement and then, come to the
decision making process through which you can actually predict the dependent variable
through this independent variable, where dependent variable information is the

completely you know qualitative in structures.
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Interpreting Logit Regression Results

+ Statistical significance in logit is based on whether the effect of the independent
variable on the dependent variable is statistically different from zero. (Similar
to OLS))

+ Since logit coefficients lack the direct interpretation of OLS coefficients, many
people prefer to use odds ratios instead.

+ 0dds ratios show the effect of the independent variable on the odds of the
dependent variable occurring,

+ Values greater than 1 mean that the predictor makes the dependent
variable more likely to occur.

+ Values less than 1 mean that the predictor is less likely to occur:
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So, this is, it is another kind of you know bank examples where you know you can
actually have a dependent variables like you know financial inclusions and the
measurement will be people having bank account and not having bank account and we
are interested to know what are the factors, which can allow the people to have bank and
if not what are the factors, so that you know people having the bank. So, that means

technically we like to know what are the factor responsible for the financial inclusion.

So, these are the things we like to actually check here.
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Interpreting Logit Regression Results

+ Coefficients in logit are the effect of the predictor on the log of the odds
(for the dependent variable).

+ 0dds ratios remove the log component of the coefficient and compute
the effect of the predictor on the odds of the dependent variable
occurring.
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Multivariate Logit Regression Model

The general model for Logstic Regression 1s
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So, for that you know this can be the one of the you know multiple regression model.
That is the extended version of the previous ones like you know people having house and
the salary. So, now here bank account and then, the factors affecting the bank account
like you know let us say income is a factor, then the kind of you know family members
can be actually factors. So, like that you know a kind of you know structure which you
can have to analyze the situation and in between you can also go for interactive effect

and then, you check whether interactive effect can have the impact on the you know



dependent variable whether we like to study the determinants of you know financial

inclusions.
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Logit Regression Model

The equation can be rewritten:

_exp(a+ BiR+ Byx + ByRx)
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So, now it can be extended to any forms like that means I told you earlier it is a logistic
function. So, ultimately you know the dependent variable will be you know a ratio
between exponential of you know alpha plus beta 1 R plus beta 2 x plus beta 3 Rx. That
is the independent variable structure and 1 plus e to the power x again that with respect

to R x and you know R x that is the interactive effect.
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Example: : Loan Approval

Data:

Dependent Variable: Loaned
1 if Loan Approved, 0 if not Approved by Bank Z

Independent Variables

ROA = net income as % of total assets of applicant;
Debt = debt as % of total assets of applicant;

Officer = 1 if loan handled by loan officer A and 0 if
handled by officer B;
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Here the sample examples you know another kind of you know example is you know
where that loan will be approved and not approved. So, again 0 1 kind of you know
structure and what are the factors responsible for that written on assets debt and officer in
charge. So, these are the things which can affect the dependent variables. So, ultimately
the dependent variable case is the, you know loan approved which is actually 1 eps and
0. If not, again the same problem can be analyzed through linear probability models and
can be applied to logit model and again in the case of logit models, you need group
sampling rather than individual sampling, otherwise it is more or less same like the

previous problem which you have discussed.
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Model Output

Coefficients'
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta 1 Sig.

1 (Constant) 1.087 192 5659 .000
nita 022 013 237 1,655 105
tdta -063 029 -291 -2.156 .036
officer -279 138 -291 -2.020 049

a. Dependent Variable: loaned
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These are you know results and we find actually it statistically significant.
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LPM & Logit Regressions

* LPM & Logit Regressions in some cases provide similar answers

— If few “outlying” X-values on upper or lower ends then LPM model
often produces predicted values within (0,1) band

~ In such cases, the non-linear sections of the Logit regression are not
needed

— In such cases, simplicity of LPM may be reason for use
— See following slide for an illustration
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So, that means this model is very effective again you know to eh predict the dependent
variable with respect to the independent variables, where the dependent variable is the
qualitative structures that too either in between 0 to 1 or 0 you know 0 and 1 only. So,
this is how the you know structure through which you can actually analyze you know

problems.
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LPM & Logit: Loan Case

* In Loan example the results are similar:
- R-square = 98% for regression of LPM-predicted probabilities &
Logit-predicted probabilities
- Descriptive statistics for both probabilities appear below:
¢ The main difference is the LPM is max/min closer to 0 and 1

Descriptive Statistics

N |Minimum |Maximum | Mean Btd. Deviation|
pred_lpm 51| 01273 | 97245 |66666GT | 19034701
pred_logit 51| 06948 | 91364 |6GEGEET | 19209809
Valid N (listwisq 51
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Then, come with the kind of energy.
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Interpreting Logistic Regression (Logit) Coefficients

* The slope coefficient from a logistic regression

(/) = the rate of change in the "log odds" of the event under study as X
changes one unit

* What in the world does that mean?
* We want to know the change in the probability of the event as X
changes
v [n Logistic Regression, this value changes as X-changes (S-shape
instead of linear)
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Of course if you compare it to a linear probability model and logit model, it will find
drastic difference compared to the last problems which you have analyzed with respect to
people saving house and then, the salary structure. The logit model gives better result.
So, now you know all these 3 forms of the models are similar in character. Only thing is
you know the functional forms which you can apply to estimate the structure is different.
In the first case, we simply use straight line equation. Second one is the logistic logistic
equation and the third one is the normal density you know functions which we will
discuss just now. That is what is called as you know probit models. So, let us come back

to the probit model structure.
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Model Output

P (1-P) B*(PY(1-P)
Low Probability 01 9 0.009
Medium Probability 05 05 00275
High Probability 9 1 0.009
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That is what the case says.
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PROBIT Model

Probit- cumulative standard normal density function:
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This is what the probit model and in the probit model and like the previous case, you
know log p upon 1 minus p a b with you know alpha plus beta x 1 beta x 2 and so on. So,
here is the same structure. So, that means technically there is no difference again. So, this
side is more or less sense only. Z is the kind of you know transformation. So, that means
we have a linear probability models, we have a logit and we have actually probit, ok. So,

in the logit case, it is the log P by 1 minus p, ok. Log p upon 1 minus P and in case of



linear probability model, simply Y which is actually in between 0 to 1 and in the case of
you know probit, it is the kind of you know you know normal density concerned as to
that is here actually it is the case here and in both the cases, the sample information will

be in between 0 to 1 only. So, no O no 1.

So, it is in between that is the game which you can like to apply here in the case of you
know probit model. So, what we can do actually. So, let us take the examples so; that

means, what we have discussed earlier.
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The similar examples I am just taking. So, that means if you solve this you know

problems like you are not is the linear probability case.
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You know people having house and the salary structure that too through linear
probability model, these were a final sampling which you can use for the estimation and
again if you go to the actual logit model, this is the data structure which you like to

follow finally to estimate the models.
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1 & 40 8 02 08 0.25 060206
3 8 %0 n 024 076 031579 -0.5006
4] 10 & 18 03 0.7 042857 -0.36798
5 | 13 & 28 035 065 053846 -0.26885
8| 15 100 a5 045 055 081818 -0.08715
7| n 70 36 051429 048571 105882 0.02482
L 5 65 39 06 04 15 017609
9| El 50 3 0.66 034 194118 0.28807
10| £ 40 0 01 02 3 041712
1) @ PL] 2 08 02 4 060206
| & 20 15 015 0 3 04712

That means this is the final transformation data and that with independent variables and

now, we come to the third you know third one that is the probit model.
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1 Income N n P
2 5 40 8 02 05792 0579
3 8 50 12 0.24 0.534835
4 0 60 18 03 06179
5 13 80 28 0.35 0.636831 (N
[
71
8

15 100 45 045 0.673645| 0.673645|

20 70 36 0.514286 0.696474| 0.696474
25 65 39 0.6 0.725747 0.725747
9 30 50 33 066 0.745373( 0745373
10 35 40 30 0.75 0.773373| 0. 773373:
11 40, 25 20 0.8 0.788145/ 0.788145|
12 %45, 0 15 0.75 0.773373| 0.773373|

Here the probit model structure is it seems like you know logit model and we need
actually group sampling because the first hand information should be in between 0 to 1.

So, is also best way to represent the group sampling rather than individual sampling.

So, what we can actually do here is, we have actually same structure of the data. So,
income then you know we have actually a you know organizational choice or a
household choice, locational choice and then, you know you try to find out how many
are actually very effective. Same questions you know whether they have the own house

or they are staying in the rented house.

So, that means first organization we are you know targeting 40 and out of which 80 are
actually having own house. So, by default probability will be 8 by 40. Similarly second
organization 50 will be the target. 50 will be the final target out of which 12 is the case of
you know having own house. So, by default well by 50 is the probability values likewise

60 80 28 100 75.

So, we have actually the probability that is simply the ratio between small n to capital N
like the previous one which you have discussed after getting the probability value. So,
we will go for actually you know normal density functions in the case of logit. So, we
need actually 1 minus P that is Q, then you find P by 1 minus P and then, you will be go
for you know log of this particularly you know odd ratio.



So, here what will you do after getting the P; you can directly go to the normal density
function. So, that means what here we have done here is, so this is the normal density
function. So, we just apply the transformation and then, you know scroll. It will get you
know the entire you know observations, right. So, this is what actually the kind of you
know case through we can get the data and what you can do here you just scroll it, ok.
Then, you know we can get to know this value, let us come. So, this is what is actual

transformation.

So, what we are doing actually just you put equal to sign here. I am just showing how it
appears, then you ask for you know normal distribution transformation, ok. So, this is
you know normal distribution transformation and click here. So, the moment you click,
you will find here the first hand requirement dust and that is actually the kind of you
know P value, then the requirement is mean and standard deviations which you can put
actually let us say 0 and 1 and then, the cumulative cumulative structure, ok. So, then all
right all right, ok. So, this is what actually be kind of you know I just add it, all right.

This is coming, ok.

So, there is a slight error here all right, ormal distributions. See yes you can click this
once and then, you find out here the value and again then 0, then 1 and then, yes now it is
clear. You just put this one's and you know the close you will get the value, that is
exactly coming, ok. So, now you can scroll this once. Yes the symbol is appearing here.
So, now this is what the actual requirement of the dependent variables and that too is

actually NDF transformations, Normal Distribution Constant Transformation.

Like logit models, we have locked P upon 1 minus P here. Simple actually in the kind of
you know transformation, we have to apply for you know probit model, then again you
go to the data analysis and I can put you know, and reset the structure and here this will
be the you know information which will be for probit model and as usual this is the

income structure and then, around the models which will appear like this.
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SUMMARY OUTPUT

Regression Statistics
+ MubipeR 09631
5 RSquare 092757
6 AdjustedR 091952
Standard E 0.02151
B Obsenvatic 11

) ANOVA

df 5 MS F gnifcance F
Regression 1 005335 005335 115252 2606
Residual 9 000417 0.00046

4 Total 10 005751

Cosfficlentiandard Ern_tStat  Pvalue Lowar 95%Upper 95K ower 95.0%pper 95.0%
Intercept 056988 001304 436934 86612 054038 050939 054038 059939
B XVarigble 000541 00005 107356 2606 000427 000655 0.00427 0.00655
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Again this is an interesting model again and we will find you know very you know
higher square and F is the statistically significant and then, the coefficient is also when
say the x variable coefficient is also statistically significant and the kind of you know
prediction is very good here and that means, technically if you compare let us say here

0.96, then R square is 0.93 115

So, if you compare with logit model output, the logit model output will be 1, F is 134.97
and here if we say probit model, then it is 115 5, ok. So, that means 134 and 15. So, here
I think you know if you compare these two models, then ultimately logit model gives
you a better kind of you know you know kind of you know indications while predicting
the independent variable to dependent variable that too oh you know salary with the you

know, ok. So, you know other people having own house or rented house.

So, that means actually once you identify the problem and you know structure, the
problems you know to know the dependent variable structure, independent variable
structure, then you know just you know apply the estimation by linear probability
models, then logit model and probit model. Of course, the sampling structure and the
dependent variable structuring is a little bit you know different, but the way we have
actually done the transformation, it is not so difficult one and in fact, some of the
softwares you need not require to do the transformation. You must have the faster net

output and by default software will transfer into the logit format and probit format, then



we will go for the kind of you know estimation. Ultimately what is happening that you
know we have 3 different you know kind of you know alternatives and same problems

you can investigate with these 3 alternatives.

In one case, the things are in a linear in character, then the other two cases it is in non-
linear in characters where 1-1 case we use logit functions and another case there is
actually normal density function since we are using different functional for linear and
then, non-linear with logit and non-linear with normal density function, then there is a
high chance you know you know the model results will not be uniform. Of course, what
is the unique of this you know 3 models whatever we have tested here that you know

every time the coefficients are coming positive.

So, that means it is going as per the theory, but so far as reliability is concerned and you
know the logit model is much better compared to linear probability model and probit
model, of course not necessarily every time by the logit model will be better choice than
the probit model or the linear probability model. In some instances, linear probability
model may be good to predict the dependent variables, which is actually qualitative in
nature corresponding to independent variable and the other case you know again budget
model may be good to predict the dependent variable with respect to independent

variable.

So, technically you know we have no idea which model is actually very effective for this
case. So, we can just test it, then we can get to know which one is the you know good
models and then, final choice for the prediction will be on that model only. So, the other
models by default will be discarded. In fact, it is a kind of you know robustness check
process since you know same problems we are investing you know with respect to 3

different formats.

So, then finally we have to choose the particular format which is very effective and that
will be on the basis of reliability check and the kind of you know model requirements
and more or less in nature of the kind of you know problems will not you know you
know different, but you know the reliability part will be specifically you know different
which we have already seen here in these samples while you know collecting salary with

you know people having the own house or the rented house. So, that is the kind of you



know situations where you can use dinner probability models, logit models and probit

models.

(Refer Slide Time: 22:40)
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Sample Problem
Beobachtung ~ GPA TUCE PsI Grade  Beobachtung  GPA TUCE Psl Grade
1 2,66 20 0 0 17 275 2% 0 0
2,89 2 0 0 18 2,83 19 0 0
3 32 i 0 0 19 312 2 1 0
4 2% 12 0 0 2 316 5 1 1
] 4 2 0 1 2 2,06 2 1 0
6 2,86 17 0 0 2 362 28 1 1
7 278 17 0 0 23 289 14 d 0
8 2,87 2 0 0 24 351 %6 1 0
9 3,08 25 0 0 2% 354 F 1 1
10 39 2 0 1 2% 283 an 1 1
11 2,63 20 0 0 2 339 17 1 1
12 332 3 0 0 2 267 24 1 0
13 3,51 2 0 0 29 3,65 21 1 1
14 328 2% 0 1 30 4 23 1 1
15 388 % 0 0 kil 31 Al 1 0
16 214 18 0 0 32 239 19 1 1
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So, now you know this is how the kind of you know structure and similarly there are you
know various you know other forms of models you know problems where you know we
can use either you know linear probability models or logit model or probit model, but
ultimately the transformations should be actually you know either in 0 1 format that with
dependent variables or in between 0 0 to 1 and that too again dependent variable. So, no
restriction or no specific indication about the independent variables group, but dependent
variable structure should be like that to apply linear probability model, logit model and
probit model.
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Problem Description

»Grade

Dependent variable. Indicates whether a student improved his grades after the new
teaching method PSI had been introduced (0 = no, 1 = yes).

»PSI

Indicates if a student attended courses that used the new method (0 = no, 1 = yes).
»GPA

Average grade of the student

»TUCE
Score of an intermediate test which shows previous knowledge of a topic.
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So, this is another example and by the way these are all similar kind of you know testing

you can do the same you will find.
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Model Qutput

. probit grade psi tuce gpa

Iteration 0: log likelihood = -20.59173
Iteration 1: log likelihood = -13.315851
Iteration 2: log likelihood = -12.832843
Iteration 3: log likelihood = -12.818826
Iteration 4 log likelihood = -12.818803

Probit estimates Number of obs = 12
LR chi2(3) - 15,55

Prob > chi2 = 0.0014

Log likelihood = -12.818803 Pseudo R2 = 0.3775
grade Coef. std. Brr. z P>|z| [95% Conf. Interval]

psi 1.426332 .595037 2.40 0.017 .2600814 2.592583

tuce .0517289 .0838901 0.62 0.537 -.1126927 .2161506

gpa 1.62581 .6938818 2.4 0.019 .2658269 2.985794

_cons -7.45232 2.542467 =2.93 0.003 -12.43546 -2.469177
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Then, you have to check you know the kind of in fact log likelihood ratio also can be an
indicator which can be actually a project whether the model is equal to it or you know
benefit. So, you know sometimes you know in that case of you know logit and probit
model we use actually a shadow R square instead of you know simple R square in

adjusted R square, but ultimately these are all different you know dynasty parameter



through which you can actually justify the reliability of the model, but you know whether
R square or F that you know or you know some kind of you know shadow R square or
you know chi square, all these indicators will be you know very useful, but ultimately if
the model is good, everything will be in a right shape. So, the reliability will be also very
good.

So, then final choice will be on the basis of reliability and then, it can actually pick up a
particular you know models to analyze the situations where the dependent variable will
be qualitative in nature and that with respect to independent variables. So, that means we
have here lots of you know flexibility to predict a particular you know engineering
problems where you know again dependent variable will be qualitative in character that
too in a kind of no probability structure and then, we remain linked with you know or we
will link with you know the independent variables, where you know all are numeric in
nature or you know few are actually numeric and few are qualitative or maybe few are

also means all are maybe you know qualitative in nature.

So, that means, technically dependent variable is here restrictions. So, no restriction to
the independent variable it may be any point, but a dependent variable should be in a
specific form, ok. So, either in 0 1 format or in between 0 1 format so, that is why it is a
specialized kind of you know modeling and as a result it cannot be applied each and
every engineering problems. So, you have to apply this problem in a specific kind of you
know situation where there is a need and you know there is a kind of you know

requirement.
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Model Interpretation

Variable Estimated marginal effect Interpretation
GPA 0.364 If the average grade of a student
goes up by an infinitesimal amount,

the probability for the variable grade
taking the value one rises by 36.4%.

TUCE 0.011 Analog to GPA,with an increase of
1.1%

PsI 0.374 If the dummy variable changes from
zero o one, the probability for the
variable grade taking the value one
rises by 37.4%.
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So, these are all various examples and how you have to interpret exactly. So, what I have
already told you know in the case of you know logit model and probit model, the kind of
you know reliability and the kind of interpretation is a slightly different and through
different kind of you know indication. For instance, in the case of logit, we use here odd
ratio to you know give the interpretation or to analyze the kind of you know problem

while you know predict independent variable with the independent variable.

So, that means technically you know in the case of you know non-linear regression
modeling, we have plenty of choice and you know to you know pick up a particular
problem and to analyze the problem as per the particular engineering requirement and the

kind of you know management decision requirement.

With this, we will stop here and in the next class, we start with you know time series
modeling, then after knowing the time series modelling, we can go for the panel data
modelling since we have discussed the dummy modelling concept and that is you know
one of the big component or you know important component which you can understand
the panel data modelling and since in the panel data modelling, the structure will be both

time series structure and you know cross sectional structure.

So, first we discuss the time series structure and whatever problem we have discussed till
now is a kind of you know cross-sectional structure and after knowing the time state

structure, we can move to the panel data structure and various other types of you know in



a special kind of you know problems which I have already highlighted you know like the
case here you know or like what we can call you know Count data model discrete you

know modelling and these kind of duration modelling.
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So, also this is you know flow if you like to maintain and you know before you go to this
you know specialized is kind of you know modeling. So, let us you know see how is the

time series modeling and with this you know we can stop here.

Thank you very much.



