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Lecture — 39
Predictive Analytics: Data Mining

Hello everybody this is Rudra Pradhan here. Welcome to BMD lecture series, and today
we will continue with the predictive analytics, and that too coverage on data mining. In
fact, this particular technique or this particular tool is very vast, and very useful for

business problems; where we have lots of complexity and the kind of dynamics.

And with the help of this particular technique again we like to understand the particular
data structure, and then create a kind of environment through which we can do better
predictions and better forecasting’s. In fact, in the data mining we have a couple of items
through which you can actually analyze the kind of problems, and then come out with a

kind of solution through which the particular decision will be very effective.
(Refer Slide Time: 01:06)
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Data Mining

+ The Scope of Data Mining

+ Data Exploration and Reduction

+ Classification and Classification Techniques
+  Association Rule Mining

+ Cause-and-Effect Modeling
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In the data mining so, the typical discussion will be the scope of data mining, then we
will go for data explorations, and data reductions and again so, classification and the
classification techniques. So, it is with respect to association rule mining and cause and

effect modeling. In fact, we have already discussed couple of predictive analytics starting



with a simple regressions that association, classification, cause and effect modeling in the

context of you know regression modeling.

So, that means, altogether we have already discussed certain techniques in the predictive
analytics, which are actually part of this particular data mining process. But here one
thing we like to give high stress on the kind of cluster analysis, again this is a kind of

classification.

So in fact, we have already discussed so many classification techniques like random
forest and support vector machines, and here we have a kind of beautiful classification
structure through cluster analysis, and for this kind of environment; means, business
environment this particular classification technique can give better kind of inference
through which you can understand the problem more accurately. And then we will create
a kind of structure through which you do the prediction and the kind of forecasting’s. So,
typically we start with what is exactly the data mining.

(Refer Slide Time: 02:46)
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Data Mining

+ Data mining is a rapidly growing field of business analytics focused on
better understanding of characteristics and patterns among variables in
large data sets,

+ It is used to identify and understand hidden patterns that large data sets
may contain.

+ |t involves both descriptive and prescriptive analytics, though it is
primarily prescriptive.
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And then we will connect with some of the techniques through which you can actually
understand the kind of data structure. And then analyze the problem as per the particular

management requirement.

So, what I have mentioned already. So, it is a kind of beautiful technique through which

we business analytics can be focused through which to understand the particular business



problems as per the big data set, and the kind of complex number. If you know, means
multi multiple number of variables through which you can analyze the particular
problem. It is used to identify and understand the kind of hidden insights through in the
data and the kind of the kind of variables which you have identified.

And then we develop a kind of set up and the structure through which you do the kind of
prediction, it is a actually more or less same like neural network structure random forest
and support vector machines or any kind of regression kind of techniques; that means,
actually the fact is that we have a large data, and that too with a more number of

variables.

And in one instance we have a kind of structure then using the data we like to just test
and verify and find out the particular moulding set up through which you can better
prediction and better forecasting for the future. And in another environment sometimes
we do not find a any kind of insights in built insights initially. And through which you

can just verify and then develop a kind of set up through which you do the prediction.

But in the second case typically the structure is it to develop a kind of system, and set up
through which we have to again trained then verify then test and then finally, do the kind
of prediction and forecasting as per the particular requirement. And cluster analysis and
that too data mine in general data mining process is like that to understand the particular
data set, and the understand the particular problem with respect to more number of
variables. And the kind of dynamics, and then develop a kind of system and structure
through which you can actually go for better predictions better forecasting’s as per the

particular management requirement or problem requirement.

So, it also involves both descriptive and prescriptive analytics; that means, the things
which you are discussing right now is a kind of predictive analytics structure. But what [
mentioned earlier that all analytics are very closely connected. And in fact, we are still
we are discussing predictive analytics. But we need actually descriptive structure and
predictive structure; that means, the previous or the previous kind of set up and the kind
of future set ups through which actually we can analyze the problem more accurately you

know as per the particular requirement, and the kind of best management needs.
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Scope of Data Mining

Some common approaches to data mining

} Data Explorati uction

e identify groups in which elements are similar

} Classification ;.

- analyze data to predict how to classify new elements
» Association L~

- analyze data to identify natural associations
} Cause-and-effect Mode_ﬁngl: )
- develop analytic models to describe relationships (e.g.; regression)

' NPTEL ONLINE
IIT KHARAGPUR CERTIFICATION COURSES

T EeEWo r N PPt and Ao LU

So, likewise so, we have actually kind of system. And so, far as scope is concerned that
to in a in the data mining. So, what I have already mentioned. So, we can actually go for
data exploration; that means, more visualize and more insights to in the data and

sometimes we will go for data reduction process.

In fact, there is a kind of technique called as factor analysis through which the large set
of variables can be transferred into a kind of you know, pools through which you can
actually have a better clusters then better structures to understand the problems and to go
for the kind of predictions. But in this particular lectures we typically go for cluster
analysis to with a particular set up we develop a kind of cluster to understand more
accurately, the data more accurately the problem, and then the kind of prediction

requirement.

So, we have data exploration data reductions data classifications, then association cause
and effect modeling. More or less we have already you know we have already covered
all these things little bit high and low depending upon a kind of items which we have

discussed earlier.

And in this case just we connect since we are discussing actually classification clusters in
this particular you know, unit starting with neural network then random forest support
vector machines. So, in the similar clusters we are just connecting a technique called as

cluster analysis. Then we like to know how the problems can be analyzed more



accurately more you know, in a interesting way by developing a system. And developing
a kind of classification through which you can understand the issue more accurately and

then go for the kind of management requirement.
(Refer Slide Time: 07:54)

Classification Techniques

Data-Mining Approaches to Classification:

1. Cluster analysis
find records in a database that have similar numerical values of a set of
predictor variables

2. Discriminant Analysis
use predefined classes based on a set of linear discriminant functions of the
predictor variables

3. Logistic Regression

estimate the probability of belonging to a category using a regression on the
predictor variables
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And ha in fact, in the in the kind of classification techniques, particularly the things are
very connected with cluster analysis, discriminant analysis and logistic kind of
regressions. means the problems which we have already discussed here exploration
classification; that means, see here we what we have actually here. So, this is actually
one kind of package the kind of you know. So, data exploration and data reductions, then
the classification association cause you know. So, these are all actually lots of you know,
tool tools are there lots of tools are here also, lots of tools are here also, lots of tools are

here also.

So, technically these are all the base through which actually to visualize the data
understand the data get insights from the data, then understand the problems. And then
develop a system and structures or develop the kind of algorithms through which actually
you can predict the environment as per the particular requirement. And then the decision
by default will be very effective. So, comparing these kind of structures, if you go little
bit more. So, then you will get to know the that in the kind of classification structure, and
the counter parts. So what we have actually you know connecting here; the cluster

analysis discriminant analysis logistic regressions.



So, that means, the these are the items so, where actually a means these items can be
actually connected and with their. In fact, in a kind of similar kind of techniques pools, or
techniques basket, where we have a kind of problems, where more number of variables

are there having more number of data.

And within the more number of variables, we have some kind of quantitative variables
some kind of qualitative variables. And then how we can actually recognize this
particular problems depending upon a particular response variable whether it is
qualitative in nature, whether it is in a kind of quantitative in nature then, and develop
this system through which you will do the predictions as per the particular problem

requirement.

And in this context, cluster analysis discriminant analysis and logistic analysis, logistic
regressions are in a kind of more highlighted pictures right. And in fact, in the previous
kind of lectures we have already connected or we have already discussed the kind of
discriminant analysis, logistic regressions. In fact, in the that is called as a qualitative

response regression modeling.

In fact, we have discussed binary stress models that is the linear probability model,
which is actually more or less similar to the kind of discriminant analysis, then we have
we have discussed logistic regressions followed by logistic functions then similar to we
have discussed actually the kind of normal distribution followed by normal distribution
that is profit model. And again in the similar scenario we are actually now highlighting
the kind of you know structure called as cluster analysis. This is again the kind of
classification structure. And through which you will analyze the understand the problem

and analyze the problem as per the particular requirement.

Here the means these are the items or these are the techniques predictive analytics tools
or techniques, where some of the variables you know, will be kind of qualitative and may
be binary in structure or categorical in structure. Then depending upon the kind of in data
set and the kind of variables. So, you first check the kind of structure then you can pick

up a particular technique through which you can understand the data visualize the data

properly.

Then may be go for some kind of reduction mechanism. And then a built a kind of

system through which you can do the better kind of prediction better kind of set ups



through which you can actually analyze the problem, and come with effective

management decision.
(Refer Slide Time: 12:02)

Data Exploration and Reduction
Cluster Analysis
- Also called data segmentation
- Two major methods
1. Hierarchical clustering
a)  Agglomerative methods (used in XLMiner) proceed as a series of fusions
b)  Divisive methods - successively separate data into finer groups

2. k-means clustering (available in XLMiner)

Partitions data into k clusters so that each element belongs to the cluster with the
closest mean
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And in fact, since our highlights of this particular lectures though we have already

discussed discriminant analysis logistic structure that is qualitative response modeling.

And in this case, we typically highlight or give high stress on cluster analysis. when you
talk about the cluster analysis; that means, with a kind of large variables, and large data
set we like to prepare a kind of cluster where we can bring the kind of kind of link or
structure, where it is a kind of homogenous kind of set ups through which you can do the
better prediction, and the kind of better forecasting. And in fact, in the in the kind of you
know classification structure that too the particular kind of structure called as cluster

analysis.

So, here we have 2 different mechanisms through which you can understand this
particular you know predictive analytics tools. And then connect a problems, and check
how it is very effective for the management requirement or business requirement. So,
there are 2 2 different structures through which we will do the clustering. And one is
called as a hierarchical clustering, and then k means clustering. And in the hierarchical

clustering’s, we have a 2 different methods altogether.



So, agglomerative methods and divisive methods through which you can do the kind of
structuring, and then we will understand the system and then find out a kind of set up
through which you will do the predictions. So, what I will do? So, I will give you little

bit exposure about the hierarchical clustering, and k means clustering.

And then we pick up a kind of problem, then we connect with the both the techniques,
and then we see how this this particular technique can be very effective to understand the
data understand the kind of problems. And then come with a kind of structures where we
can do the effective predictions, and effective kind of forecasting as per the particular

management requirement, and the kind of business requirement.

(Refer Slide Time: 14:15)

Data Exploration and Reduction

Cluster Analysis — Agglomerative Methods

» Dendogram - a diagram illustrating fusions or divisions at successive stages
} Objects “closest” in distance to each other are gradually joined together.

} Euclidean distance is the most commonly used measure of the
distance between objects.
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So, let us come with first the kind of clustering with you know, the kind of structure
which we called as hierarchical clustering. And in the hierarchical clustering, particularly
what we have mentioned earlier so, we have a 2-different set ups altogether,
agglomerative and divisive. And in the case of first methods; so, there are 2 items

through which you can analyze and to understand the system that is called as dendogram.

And then Euclidean distance and it is a kind of you know, graphical visualization through
which you can understand the particular structure, and then do the set ups for the
prediction and forecasting. So, this is what the Euclidean distance and in fact it is all

actually what we can say that you know.
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Cluster Analysis — Agglomerative Methods
» Single linkage clustering (nearest-neighbor)

- distance between clusters is the shortest link

- at each stage, the closest 2 clusters are merged

} Complete linkage clustering

- distance between clusters is the longest link

» Average linkage clustering

- distance between clusters is the average link

» Ward's hierarchical clustering

- uses a sum of squares criterion
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It is a kind of mathematics through which we can understand the particular structure.
And this is what the Euclidean distance, and this is what the particular structure. And I
will let the dendogram structure through which again you can analyze or you can
understand the particular structure. So, this is what simply through mathematics, we can
understand the Euclidean distance. And then we use this particular structure through
which you can do the better clustering to understand the problems, and the develop the

set ups for future prediction and future forecasting’s.

So, accordingly so, what I will take you to the particular structure to understand how it is
actually effective as per the particular requirement in the clustering. you know, in the
cluster analysis particularly this particular method so, we have a single linkage clustering

complete linkage clustering average linkage clustering.

So, like we hierarchical clustering. So, we have a different kind of you know models
through which you can understand the data, or understand the insights from the data
understand the problems then develop the structure through which the manage the
problem can be analyzed more accurately as per the management requirement or the kind

of business requirement.

So, in any case it is a kind of different means, it is a having a flexibility systems. Within

a particular technique, we have a lots of flexibility to analyze the data or get the insights



or explore the insights best insights as per the particular, prediction requirement and the

kind of management requirement.
(Refer Slide Time: 16:49)

Data Exploration and Reduction

Example: Clustering Colleges and Universities

» Cluster the Colleges and Universities data using the five numeric columns in
the data set.

} Use the hierarchical method

A B C D E F B
1 Collegegfand Universities h
2 4
3 Sc_?;l/‘ Type  Median SAT Acceptance Rate Expenditures/Student Top 10% HS Graduation %
4 Amherst LibAds___ 1315 2% § 26,636 8 Ly
§ Barnard Lib Ars R Y 5% § 17653 2] a0
6 Bates Lib Arts 1240 Y4 17554 S ]
T Berkeley University 176 s 23,665 % 68
8 Bowdoin Lib Ants. 10 a% § &0 T8 %
5 |Brown Universty 1281 2% 5 2420 80 0
10 Bryn Mawr Lib Arts 1265 56% § 18,847 70 2]
11 |Cal Tach Unversdy 1400 % s 102,262 9% %
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So, accordingly s, let us start with a simple examples, and let us say this is a kind of
college and university data. And we like to classify the college and university with
respect to several attributes in this particular examples we have here’s schools, and then
different types schools and colleges. And then we have a different attributes like radiance
curve or acceptance rate expenditures students. Or this particular problem we have we
have already discussed with a different technique context and problem context. But same

problem we are now putting here in the clustering analysis.

Now, here idea is that that with respect to all these attributes, we have to define different
clusters, then means what is the management requirement that once you develop
different clusters as per the particular requirement, then the policy structure the strategy
structure will be accordingly different. And as a result, the or in the entire management
system will be very effective and efficient if you develop different clusters. And then
plan you know plan accordingly for a particular clusters instead of you know, thinking

about to or planning something in a kind of aggregate level.

So, in that context cluster analysis and the data mining package will be very eftective for

the management requirement, and for the kind of management decisions. So, likewise we



have actually. So, let us see here; so, this is what the problem, and then what will you go

so, if you analyze.

(Refer Slide Time: 18:28)
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Clustering Colleges and Universities

Uerddrisgram{fiee rage grimp linkage)

£ \ Hierarchical clustering results:
/ \ Dendogram

y-axis measures intercluster distance

|
'-.\ / x-axis indicates Subcluster ID's

' NPTEL ONLINE

IIT KHARAGPUR CERTIFICATION COURSES
7 EWao r PN I I

So, this is what the dendograms, the dendograms structure will be like it is like decision
tree structures like what we have already discussed in the case of you know, random
forest, and through which how we will connect properly with these attributes, then we
will classify the particular structure. And develop the kind of clustering through which

you can analyze the problem.

So, this is a simple look about the dendograms through which clustering can be done
with respect to college and university, and that too with respect to different attributes. So,
I will take you to a kind of software’s, then I will highlight with a problems, and then I
will show you how the dendogram can be coming and classifying the things or the
clustering the things as per the particular business requirement or the problem

requirement.
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Data Exploration and Reduction

Clustering of Colleg:es

Hierarchical clustering
results: Dendrogram
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So, then accordingly so, this is another kind of visualization; that means, we have a
flexibility system now, if you choose certain dynamics in the kind of structure, then you
will get different kind of result then finally, we have a plenty of different structure. Or
models or set ups, then we pick up a particular set up which is very effective for the

particular problem, and the kind of management requirement.

(Refer Slide Time: 19:45)

Data Exploration and Reduction
Example (contd.): Clustering of Colleges

o et Sty

s ey e , ) )
'@. R e Hierarchical clustering results:
| - ] - Predicted clusters

Cluster # Colleges
23
22

3
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Data Exploration and Reduction

Example (contd.): Clustering of Colleges

r T

B C D [ L F [ H ]
1 KLMiner : Hesrarchical Custering - Predicted chusters
?

[ =T

E“n—.u 1“”" ] :u = : |

[

Hierarchical clustering |
results: Predicted clusters
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So, these are all data set, and through which actually we analyze the problem. And then
finally, we have in this case in the particular analysis we have 4 different clusters 1, 2, 3,
4. Depending upon the kind of college and the university, and then and the kind of
attributes.

So, here in this 4 clusters. So, the first clusters is having 23 colleges, and second cluster
is having 22 colleges, third cluster is having 3 colleges, and 4th cluster is having one
college one college. So, that means, technically now, so far as management requirement
is concerned management decision is concerned. So then effective kind of strategy or
effective kind of policy can be implemented differently instead of putting the general

kind of strategy or general kind of policy.

So, in that context cluster analysis is always at harsh labels to understand the system.

And predict the kind of system as per the requirement.
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Example (contd.): Clustering of Colleges
Hierarchical clustering results for clusters 3 and 4

Accoplance  Expenditures/

Cluster  School Type Median SAT Rate Studant Top 0% HS  Graduation %
3 Berkeley  University 1176 7% 523,665 5 [}
3 ucLa Univarsity 1142 4% $26,850 9 61
3 UNC University 1108 2% 510,684 B2 7
4 CalTech  University 1400 % $102,262 9 75

Schools in cluster 3 appear similar.
Cluster 4 has considerably higher Median SAT and Expenditures/Student.
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So now with this particular data so, we have actually this classification, these are in the
cluster 3. So, these are university is coming. And this is what the attributes through

which you do the kind of classifications.

(Refer Slide Time: 20:59)

]Classification

We will analyze the Credit Approval Decisions data to predict how to classify

new elements.

} Categorical variable of interest: Decision (whether to approve or reject a
credit application)

; : ; A
} Predictor variables: shown in columns A-E — ~
A [ - 1 i

1 Credit Appioval Pocisiom_—
2
1 Homecwnar | Cimilit Secie Yoars of Condit History Revolving Balance Revohving Uiiliation [
i ¥ 5 » [ 1100 5% Bgp
] ¥ &N 9 ] .20 Ti% W Re
] Y t'; 1" ] 2000 %
7 N 1% H 12400 B% A
[ ] N a1 oan 12 § 50 % =" Repci
| ] ™ a —f 4000 TR Agprow
10 N m 7 i ¥ .20 ol Agprow
i ] i § ' 20 i Fepet
12 ¥ i it i 500 Lo et
n ¥ L M i .00 e Appiona
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So, we will we will we will again analyze with with a kind of software’s, and this another

kind of examples, this is a credit approval case.

So, credit approved and not approved like in the case of discriminant analysis logistic

regression. So, this is also similar kind of structure. So, here so, whether credit approved



or not approved, and that too that too exclusively depends upon several factors and
several attributes. So, in this kind of example we have several factors here. So, these are
all factors credit approved yes or no. Then we have several factors and through which we

have take the decision so; that means, we have actually data set.

And then we have to connect a model then after that we can analyze that how a this kind
of effective structures, and that too how is the kind of decision about the credit approval
with respect to these indicators. So now, now with the help of these particular structures

we can actually get better insights into understand the particular technique.
(Refer Slide Time: 22:04)

Classification

Maodified Credit Approval Decisions

The categorical variables are coded as numeric:
» Homeowner - 0if No,  1if Yes
} Decision - 0Qif Reject, 1 if Approve

A B € (1] E F
1 Credit Approval Decisions
2
i Homeowner Credit Score Years of Credii History F g Balance g Utilizatlon Decision
4 1 125 0 § 11,320 25% 1
5 1 73 9 3 7,200 0% ]
6 i 677 i1 § 20,000 5E% i
T a 625 15 § 12 800 65% [
] ] 527 12 $ 5,700 5% 1]
] 1 795 2 1 9,000 12% i
10 a 1 T § 35200 20% 1
1 a 620 13 § 22800 * 62% 1]
12 1 501 i7 ] 16,500 50% a
13 1 60 k2 $ 9,200 "% 1
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So, this is how attributes, that too in the independent clusters.
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]Classification

Example: Classifying Credit-Approval Decisions
*Large bubbles correspond to rejected applications
* Classification rule: Reject q'f'i:-redit score £ 640

Credit Approval Decisions

B B B

2 misclassifications out of 50 =
4%

Tears of Credit Witory
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Now, having a kind of classification structures, let us say this is bar and through which.
So, we have a kind of means if you specify a particular attributes, let us say here in this
case it is a 640, then on the basis of that you know, you can give a kind of you know,

structure whether to accept and reject. So now, having the kind of bar fixation.

So, these are the kind of means data set which are actually approved and the another
group of data vary is not; that means, it is a kind of classifier you find out a kind of kind
of structure, through which entire system will be classified into 2 different structure, and

then you will analyze as per the particular requirement.

So, that means, it is a kind of interesting structure, through which actually you can

develop this, another way of classification.
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Classification

Example (contd.): Classifying Credit-Approval Decisions

} Classification rule: Reject if 0.095 (credit score) + years of credit history) < 74.66

B &

»

Years of Credit History
w“ s

Credit Approval Decisions

Credit Score
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3 misclassifications out of 50
2 6%
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That means, if you change the dynamics at this particular, systems then you will find the

particular kind of classifier through which you can understand the data then predict the

environment as per the particular business requirement.

(Refer Slide Time: 23:12)

Classification

Example: Classification Matrix for Credit-Approval Classification Rules

Predicted Classiication
Actual Classification Decision =1 Decision = 0
Decision = 1 23 @
Decision = 0 0] 2

+ Off-diagonal elements are the misclassifications

s

i
!
}

[

Credit Approval Declsions

-

+ 4% = probability of a misclassification
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Using Training and Validation Data

} Data mining projects typically involve large volumes of data.

be partitioned into:

* Training da a/s/t‘et - has known outcomes and is used to “teach” the data-
n‘iining}l orithm
- :
Validation data set - used to fine-tune a model

Py
* Test.data set - tests the accuracy of the model

} In XLMiner, partitioning can be random or user-specified.
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So, likewise you know, this is what you understand the particular systems and, and then
you analyze the problem as per the particular requirement. In the classification structure
like we have actually discussed in the case of neural network. In fact, in the random
forest and support vector machines; so, every times you can since we have a large data
then you know, we first pick up data develop the model, then train the models and then
validate and test them finally, fix the kind of structure through which you can go for the

effective prediction and effective, forecasting and then effective management decision.

So, it is also same thing here. So, we have here also the training structure validation
structure and testing structures. So, this will give you kind of efficient system through
which we can actually we will confident that the particular structure which we developed
particular everything which we have developed is very effective of the kind of problem,
and the kind of management. So, as a result means these are all more or less, same and

through which actually you can work and then you analyze.
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Example (contd.): Partitioning Data Sets in XLMiner

} Partitioning choices when choosing random

1, Automatic 60% training, 40% validation

2. Specify % 50% training, 30% validation, 20% test (training and validation %

can be modified)

3. Equal # records 33.33% training, validation, test

» XUMiner has size and relative size limitations on the data sets, which can affect
the amount and % of data assigned to the data sets.
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So, there is no hard and fast rule what should be the kind of training set, and what should

be the validation stress, like we have already highlights this is in the case of neural

L B A

network random forest and support vector machine.

So, anyway this is what actually; you can actually fix up the particular structure, how
many data points you can put for training how much data point we can put for testing.
But ultimately, we need a efficient structure through which you can actually look for the

efficient prediction efficient forecasting and the kind of management requirement.

(Refer Slide Time: 25:00)
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} Example: Classifying New Data for Credit Decisions Using Credit Scores

and Years of Credit History
} Use the Classification rule discussed earlier:

Reject if 0.095(credit score) + (years of credit history) < 74.66

56
57
38
39
60
61
62
63

A

55 New Data to Classify

—_—o o .o -

B

520
602

&

D

Homeowner Credit Score Years of Credit History Revolving Balance Revolving Li:iliulmn@clsl@
$21,000 16% o

§4,000
§8,500.00
§16,300.00
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And in fact, some classification with the particular data. So now, the decision can means,

the kind of model can be different if you again change the particular attribute.
(Refer Slide Time: 25:07)
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+ Classifying New Data for Credit Decisions Using Credit Scores and Years of
Credit History

New data to classify

Reject if this is > 74.66

Yaars of Revolving  Rovolving ,~Yoars + 0.095*Credi
Homeowner Credit Score  Credit History  Balance  Utilization - fﬂ. " Dacision
1 700 L] §21,000 15% 74.50 0
0 520 1 §4,000 90% 50.40 0
1 650 10 $8,500.00 25% 71.78 0
0 602 7 §16,300.00 70% 64.19 0
0 549 2 §2,500,00 90% 54,16 0
1 742 15 §16,700,00 18% 85.49 « 1

Only the last record would be approved.
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Then fix the kind of range, and again you will find 2 different classification group; where

it is accepted and the kind of rejected.

(Refer Slide Time: 25:20)

Classification Techniques

k-Nearest Neighbors (k-NN) Algorithm

+ Measure the Euclidean distance between records in the training data set.

+ If k=1, then the 1-NN rule classifies a record in the same category as its
nearest neighbor.

* |fkis too small, variability is high.
* If kis too large, bias is introduced.

+ Typically various values of k are used and then results inspected to determine
which is best.
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So, this is again similar kind of structuring. And another kind of structure called as k
means structuring, and here’s it is also more or less same. So, how you have to develop a

system, through which you can actually understand the particular insights develop a



particular clustering, through which you can analyze the problem more effectively, and
develop the kind of structure through which you can actually take a kind of best
management decisions. So, in order since we have already discussed 2 kinds of you

know, clustering techniques.

So, simple structure then the k mean structures. And what I will do? So, I will take you to
a kind of problem, and then I will highlight how clustering can be done, and then what
kind of insights or we can observe from the data set and in the kind of problem, the you
will find the kind of effective system from the data set, and the kind of variables
structure. And then we will think about the kind of management decision, and the kind of

management requirement.
(Refer Slide Time: 26:29)

Cluster Analysis Example

Variables used:

+ State

+ Total Population Estimate - Jul-1-2001

*  Net Domestic Migration

+ Federal/Civilian move from abroad

+  Net International Migration

+  Period Births

+  Period Deaths

*+ Resident Under 65 Population Estimate - Jul-1-2001
*+ Resident 65 Plus Population Estimate - Jul-1-2001
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So, so, what will you do? In the in this kind of to understand the clustering analysis. So, I
will take a here the particular problem. So, here variables used in this particular
discussion is this state total population, and net domestic migration civilian move, net
international migrations periods of birth periods of death then residential populations 60

under 65, and above 65. So, these are the things in the problem basket.

And we have a big data set and then how you have to actually pick up the particular
variables, and how you have to clustering. Then that is that needs actually planning and
that needs efficient kind of understanding. And of course, it is with respect to

management objectives or business objectives. So, that do the kind of classification do



the kind of clustering. Without clue or knowing the particular hint you may not go for

proper classification or kind of proper clustering.

So, obviously having or large data set and having you know, information about all kind
of variables to this particular problem to analyze the problem. So, then you think about to
what kind of technique and what kind of structure, or what kind of algorithm you have to
develop. So that the particular system can be very effective for the kind of prediction,
and the kind of management requirement; so, in order to understand, so what I will do

with respect to this particular.
(Refer Slide Time: 28:02)

S NEECOREERRR
Cluster Analysis Example

|5tﬂlt Total Pop Net Dome Federal/C Net lin. M Period Bii Period Da < 65 Pop.|= 65 Pop.j.u.
Alabama 4464306 178 002 069 1441 1028 069 21 o7
Alaska 634892 172 024 209 16 06 A4 D106 6006
Angons 5307331 14 28 -0.03 4.29 16 68 I BED &4 130 48
Aukansas 2692000 0.36 <001 ia7 14 38 10 &1 BE1.06 138 84
California 34501130 201 0.04 7.88 15.37 672 89403 10597
Colosade 4417714 9.32 0.06 367 14,57 626 50362 96 40
Connectics 3426074 237 0.0z 360 12 62 500 BEZG4 13736
e OGN 639 004 212 14,01 079 06946 13066
ofi 671822 177 -0.07 673 14 33 W76 BBOTE 11925
16396515 12 62 <003 &78 12 54 10 13 826 28 17372
8383915 707 <007 27 16 16 775 904 37 95 63
Hiwiie 1224398 2 50 029 4132 15 44 687 866 18 13382
Idaho 1321006 640 003 224 15 00 TM Bar 18 11202
lilnois 12482301 120 002 476 14.07 072 68026 11974
Indiana B1147a6 199 0.00 1 14 06 919 ATeTE 12332
lewa 2023179 5 68 0.0 1.2 12 B3 aTh #5189 148 11
Kansas 2604641 B 36 005 228 14,43 835 BE8 32 13188
Kentucky 4065558 018 <006 0.75 1363 8.89 B75 51 124 49
Louisiana 4465430 7.58 0.04 o.70 16 68 837 BB4.16 ALY
Maine 1206670 662 0.02 L) un are BEG 23 14367
d  BITRIGE 21 006 402 1416 030 WE6T: 11320
BITO304 326 -0.01 324 2712 9.02 BES 26 134 Ta

Michigan 9000817 2.70 000 183 1363 &8s 877 82 122 38

Minnesota 4972204 0.85 000 186 13 36 770 BED.00 12000
Mississipp 2058029 311 0.05 .62 16 08 1021 B79.31 120,69
IMissourn aG28707 0.03 0.02 113 13 50 o.an BEG 01 13358
Mo H04433 173 003 041 1104 00 BG6E0 134 60
Mobraska 1713236 8. 64 -0.04 1.79 1410 690  GBG497 13600
[ 2106074 27.35 -0.03 646 1422 TAT  BEBGE 11136
M mg 1269181 10 80 0 00 107 133 ray 880 58 11942

3 5 12124

NPTEL ONLINE

IIT KHARAGPUR CERTIFICATION COURSES
LB e s B

So, this is the original data set and so, then we will go for the kind of analysis.



(Refer Slide Time: 28:07)

Cluster Analysis Example
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Say, with respect to both the clustering techniques. So, in order to understand. So, I will

take you to the kind of excel sheet. So, the same data here.

So, you will find. So, this is a large data set. And having actually you know plenty of
information; so whatever I have already highlighted here, this particular structure. So, the
same data pool here’s, | am actually taking it to the excel sheet. And then, you go to the
excel start this same actually software’s you can use. In fact, this can be also done
through r software. But clustering technique is actually very useful tool, and most of the

software’s is having this particular module.

And once you understand, then whether you use r software or you know, you use excel
start or use SPSS or starta, there is no such kind of you know, problem. Because it is the
indication more or less sames, and the outcome through any software. You will derive is
also more or less same just you understand the kind of structure, then on understand the
problem then the software will help you get the result. So, that we can analyze the
problem more effectively, and then you think about the kind of management decision as

per the particular business requirement or the kind of problem requirement.

So now understanding the particular problem. So, what will you do here. So, in the kind
of clustering analysis, because we have a plenty of techniques same problems can be
used by different techniques. And then analyze as per the particular requirement, but

since we are in this particular, class we are our discussion is more or less on clustering



analysis. So, we like to analyze this problem through clustering analysis, and what we
have already discussed that, in the in this particular class we have discussed 2 different
clustering technique one is called as agglomerative hierarchical clustering. And then k

means clustering. So, let us start with the first k means clustering.

(Refer Slide Time: 30:11)
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And for that we can click here, and then the input box will be coming like this.

So now it is actually clean. So, what will you do? So, you just indicate how you can do
the clustering with respect to all these attributes. So, what will you do? So, you just
indicate the kind of variable sheet to these are the variables, which you have given the
kind of indications. And then in the row variables also we can clean and give the kind of

indications in the row variables. We will give the kind of state indications.

So, that the clustering will be done on the basis of state, and these are the attributes
through which you would do the kind of clustering like, which you have already
highlighted with you know, with 2 different examples that is with respect to college and

university and the kind of credit approval yes and no situation.

Yes, here also same things and after giving all the indications. So, this is how the kind of
management objective, once you understand the problem fixing the kind of objective
having the data and having the variable information. Just you have to connect, how? as

per particular requirement so; that means, you need a complete planning before you



come to the software’s. And then because software will only be giving you the output
through which you can analyze the problem and think about the prediction and think
about the kind of insights. But ultimately the planning and the structure which you need

to actually operate. So now, after putting all these things we just put and then continue.

(Refer Slide Time: 31:46)
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So, this is how the k means clustering’s result is coming. So, as usual. So, every
techniques you can get a summary statistics, but as descriptive statistic. That is how
descriptive analytics is descriptive analytics is the first priority to understand before you
go to the predictive analytics and prescriptive analytics. And in fact, in this case we have
lots of these are all basic statistics, and this is how the kind of optimization summary and
in the statistic of each iteration. These are all k means clustering different class and
different iterations, and then again, we will have actually some kind of statistics about

the a clustering’s.



(Refer Slide Time: 32:27)

So, this is how the indication through which the iteration can be stopped, because once
you start like that. You know, clustering can be done. So now on the graphically; if you
and a particular structure is coming like this, so then that will give you the signal that
your clustering is done, and that too that is actually effective kind of structures. Once you
find all these things, then this is how the kind of summary sheet about the validations,
and within the class between the class and between the class 75 percent 76 percent, then
this is 24 percent and again. So, we have a lots of classifications with respect to different

attributes. So, these are all various classification.

In fact, from this result, you can just guess that manually it is very difficult to done. This
kind of you know, clustering and this kind of classification until and unless you connect

with a particular software, and understand the particular technique.



(Refer Slide Time: 33:30)

And this is how distance between the class enters. And finally, and these are all different

clustering with respect to different attributes.

(Refer Slide Time: 33:40)

And by the way you will find plenty of clustering like this, with respect o particular you
know, problem and the kind of the kind of cities. And with different attributes like this,
this is the class, and then this how the centroid. And so, of course, you know; that means,

technically so, this is how the effective clustering can be you know, having to understand



the problem, and to understand the structure through which analyze the problems right
ok.

So, what will you do is so, these are the results through which actually you are getting
through k means, clustering so; that means, different iterations and different training
structure is developed. Then finally, you pick up a particular structure through which you
can have actually have a better clustering as per the particular requirement, and then go
for the kind of prediction. And the kind of management decision again the same

problems can be also analyzed through the other you know, different techniques.

And that too the kind of structure which we have discussed called as dendogram. And the
kind of Euclidean distance let us say, go for the particular data set again. So, this is the
original data set against you can go to the excel start data analysis, and then this will be
under analysing data, and we have already solved this problem through k means

clustering.

Now, we can analyze this problem, other mechanism that is agglomerative hierarchical
clustering’s so; that means, we have discussed k means clustering. And hierarchical
clustering k means, clustering actually it is a very different kind of clustering through
different iterations. And then final kind of structure through which you can get the better
structure or better prediction and against the same structure here. So, we are giving the
kind of you know, indication about the variable same the kind of you know, attributes
which we have already highlighted here. And then you just put and against continue, you
will get similar kind of results like previous case, we have here also some descriptive

statistics.

So, in the descriptive statistics. So, these are all various kind of structure, summary sheet,
and then the more interesting part of this particular you know, hierarchical clustering is

the kind of label bar chart.



(Refer Slide Time: 35:58)
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And then the kind of dendogram.

(Refer Slide Time: 36:01)
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See here this is a actually the kind of you know, structure through which you can actually
clustering the kind of you know, data get understand the insights. And build a kind of
classification through which you can do the prediction so; that means, it is a kind of the
particular technique is kind of effective tools through which you know, you can better
understand the data; visualize the data, and then have a kind of cluster. So, that the

management problem can be analyzed more effectively as per the business requirement,



and the kind of problem requirement, and do the predictions and do the kind of effective

management decision.
So, that is why means it is a very easy to get ok.

(Refer Slide Time: 36:43)
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So, this is a dendogram another look and these are all like, this is also coming under k

means clustering’s.
(Refer Slide Time: 36:46)
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So, this is how the validation about the means, various variance de composition; that is
called as robustness of you know, this particular results. And then finally, there are
different you know, class and then these are all with respect to different attributes. And it
is more or less same like as the k means clustering. But in the hierarchical clustering, one
of the most important thing is the kind of the graphical structure to understand the

particular, link and the kind of clustering.

That is the dendogram and then accordingly we can understand, this is what the distance
between that is the Euclidean distance, which is actually since we have actually 5
different class. So, we have a actually the kind of matrix here 5 into 5 and; obviously, 1
to 1. So, the distance will be 0 then 2 to 2; obviously, the distance will be 0 again 3 to 3

distance.

So, as a result all the diagonal elements will be having actually 0, figures and others
depends upon how the distance is coming actually to a particular, point. So, these are all

central objects and that too with different attributes again.

(Refer Slide Time: 37:59)
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So, distance between the central objects again. So, the particular diagonal elements will
be 0 as per the Euclidean distance measures, and these are all various clusters class wise.
And that too with descriptive statistics, these are all class wise descriptive statistic. And
then we can get better to understand now you see here in the third class, we have actually

sufficient number of kind of data points. And then the observations, and the as a results



you can actually this is more, summary statistic so; that means, it is a more interesting is
the kind of this is the kind of classification through which actually, clustering is done and

the kind of analysis is actually done and accordingly.
So, this is what the kind of you know, structure.

(Refer Slide Time: 38:49)
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And what we have already discussed this is how the graphical understanding about the
you know, validations to justify. That you know, this is what the effective clustering
through which you can do the kind of you know, understand the particular you know,
problem and do the kind of prediction as per the particular you know, business

requirement and problem.
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So, these are the results, which we have already seen from the you know, spread sheet
and. And I am just bringing to highlight it this these are the results through which you
know, the problem can be analyzed on or can be understand, you can understand better.
And through this particular clustering, and that too through k means clustering and

through the kind of the kind of hierarchical clustering.
(Refer Slide Time: 39:34)

Classification Techniques

Discriminant Analysis
+ Determine the class of an observation using linear discriminant functions of
the form:
L=bX,+b)X; +---+bX, +¢

* b, are the discriminant coefficients (weights)

*  b,are determined by maximizing between-group variance relative to within-
group variance 5

+ One discriminant function is formed for each category. New observations are
assigned to the class whose function L has the highest value.
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And the corresponding to the kind of class classification, means clustering techniques

like k means, clustering and hierarchical clustering.



So, there are also some of the classification techniques under the data mining; which can
also be very effective, through which you can understand the problems get the insights.
And do the kind of predictions and forecasting. So, what I have mentioned earlier the

kind of discriminant analysis, it is like linear probability model or binary choice model.

So, where 1 is the kind of classifiers that discriminants the between 2 different group
subjects 2 different attributes. So, like this is the kind of you know, case and then
similarly so, we can have here ok. So, this is how the kind of structuring, and then you
can understand the particular structure, and with the basis of this particular discriminant

analysis.
(Refer Slide Time: 40:45)

Classification Techniques

Classifying Credit Decisions Using Discriminant Analysis

[L{t) = -137.48 + 32.295 x homeowner + 0.286 | U0 = ~157.2 + 30.77 x homeowner + 0.
* credit score + 0.833 % years of credit history % cridit score + 0.473 x years of credit history

+ 0.00010274  revolving balance + 128.248 + 0.0004716  revolving balance + 167.7
% revolving utilization % revolving utilization
5 Classification Function
36
a7 3 Classification Function
Variables
38 1 0
39 Constant 137.481552| -157 201752
40 Homeowner 322650325 2074883162
41 Credt Score 0.285761| 0.28945312
a2 Years of Cred History 0.83345157| 047282016
43 g Balance 000010274 0.0004718
44 Revolving Utikzation 128.24B4283) 167.7003479)
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And the same the kind of a credit decision; which you have discussed in the case of
clustering analysis so; that means, it will give you 2 different structure through which
you can understand the particular requirement. And as a result, so, we have 2 different
models for yes situation, and for no situation; that means, it will it will be classified into

2 different groups with respect to the particular you know, indicators.

So, this is another kind of you know, effective tools in the data mining.
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Classification Techniques

A7 Toainieg Dats scoring - Summary Report

a = Example: Classifying Credit
Decisions Using Discriminant
Analysis

: —— No misclassifications in the training
i [ — —— data set.

B Validation Data sooring . Summary Hepont

15% misclassifications in the
validation data set.
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Through which you can understand the problem get the insights go for the kind of
effective predictions, and the kind of you know, management decision qualitative
response structure through which we can we have actually 3 different models to do the
kind of you know, means to understand the kind of structure connect, the kind of model

through, which you can do the better visualization.
(Refer Slide Time: 41:22)

Classification Techniques

Logistic Regression

+ Avariation of linear regression in which the dependent variable is categorical,
typically binary; that is, ¥ = 1 (success), Y = 0 (failure).

* The model predicts the probability that the dependent variable will fall into a
category based on the values of the independent variables p = P(Y = 1).

+ The odds of belonging to the Y = 1 category is equal to the ratio p/(1 - p).
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Ah like the kind of clustering, then the kind of discriminant analysis. So, we have the

kind of logistic structure, which we have which we have already discussed in a separate



lecture. And that too in the it is a so, either you can say choose, the binary choice models
or logistic models. So, or the kind of probability models ruled by you know, normal
distribution function, then you come with a kind of system through which you can create

a kind of set up and do the better prediction.
(Refer Slide Time: 42:05)

Classification Techniques

Logistic Regression

} The logit function is defined as:

n : / Byt BX| + BaXy 4o 4 B

-p

where pis the probability that ¥ = 1, X; are the independent variables, and 6,
are unknown parameters to be estimated from the data.

» The logit function can be solved for p

1
=T N X Ry T ¥ )
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And better kind of management decisions. So, this is a simple simpler structure of
logistic regression, which we have already discussed and as again. So, these are all
attributes, and then the particular dependent variable structure will be classifier through
which you can actually have a different kind of you know, understanding as per the

particular you know, problem; and then get the insights as per the need.



(Refer Slide Time: 42:29)

Association Rule Mining

Association Rule Mining:

+ Seeks to uncover associations in large data sets

* Association rules identify attributes that occur together frequently in a given
data set.

+ Market basket analysis, for example, is used determine groups of items
consumers tend to purchase together.

+ Association rules provide information in the form of if-then (antecedent-
consequent) statements.

+ The rules are probabilistic in nature.
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So, again so, in the data mining we have actually association structure through which
you can understand the particular systems of course, we have already gone through you
know, like covariance and you know, correlations, and these are the tools also can be
used in the data mining to understand the particular you know, problems get the insights.
And then create a structure through which you can do effective prediction, and the
effective kind of you know, forecasting and that too as per the particular you know,

problems need and the kind of management needs.
(Refer Slide Time: 43:05)

Association Rule Mining
Example: Custom Computer Configuration
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So; that means, we have association rules and this is a simple example through which
you can actually develop a kind of you know, structures association structures; that
means, we have done through clustering, we have done through classifications, again we
can do analyze this problem through association technique. Then you develop a system

through which you can do effective predictions and effective forecasting’s.

(Refer Slide Time: 43:25)

Association Rule Mining

Measuring the Strength of Association Rules

¥ Support for the (association) rule is the
percentage (or number) of transactions that
include all items both antecedent and consequent.
= P(antecedent and consequent)

} Confidence of the (association) rule:
= P(consequent | antecedent)
= P(antecedent and consequent)/P(antecedent)

} Expected confidence = P(antecedent)

} Lift is a ratio of confidence to expected confidence.
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So, this is a simple example to understand against to problems.

(Refer Slide Time: 43:30)

Association Rule Mining

Example: Measuring Strength of Association
P Asupermarket database has 100,000 point-of-sale transactions:
2000 include both A and B items
5000 include C
800 include A, B, and C
Association rule:
If A and B are purchased, then C is also purchased.
¥ Support = 800/100,000 = 0,008
} Confidence = 800/2000 = 0.40
} Expected confidence = 5000/100,000 = 0.05
b Lift=0.40/0.05=8
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(Refer Slide Time: 43:31)
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Association Rule Mining

Example (contd.): Identifying Association Rules for PC Purchase Data
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And these are all association structures.
(Refer Slide Time: 43:32)
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Association Rule Mining

Example (contd.): Identifying Association Rules for PC Purchase Data
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Rules are sorted by their Lift Ratio (how much more likely one is to purchase the consequent if
they purchase the antecedents).
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(Refer Slide Time: 43:33)

Y
Cause-and-Effect Modeling

} Correlation analysis can help us develop cause-and-effect models that
relate l2gging and leading measures.

» Lagging measures tell us what has happened

- they are often external business results such as profit, market share, or
customer satisfaction.

} Leading measures predict what will happen

- they are usually internal metrics such as employee satisfaction,
productivity, and turnover.
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And again so, there is a kind of cause and effect modeling which a in fact, the logistic
structures, and binary choice models itself is a cause and effect modeling. But here also
there are different steps of causality models are there through which you actually you can
understand the particular you know, problem and again observe the better insights. And
then think about the kind of prediction structures, and the kind of management

requirement.
(Refer Slide Time: 44:07)
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Cause-and-Effect Modeling

Example: Using Correlation for Cause-and-Effect Modeling

Results of 40 quarterly satisfaction surveys for a major electronics device
manufacturer

+ Satisfaction was measured on a 1-5 scale.
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So, that means, technically what we have mentioned we have actually plenty of you

know, structure through which actually understand the problem get insights.
(Refer Slide Time: 44:09)
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Cause-and-Effect Modeling

Example (contd.): Using Correlation for Cause-and-Effect Modeling

l { A T E | F

| Customer  Employee Job Sa!rﬁ?fron Tra”::ri =
1 _ _sa:rsfacrron“ salisfaction _sansfacfron. supervisor _improvement. |
2 Customer satisfaction 1 '
3 Employee satisfaction 0.49335 1

4 Job salisfaction 015169 084044 1

5 Satisfaction with supervisor 0.49508 088132  0.60680 1

6 Training and skill improvement 053231 082866  0.71062 0.76970 1]

Correlation analysis does not prove cause-and-effect but we can logically infer that a cause-and-
effect relationship exists.
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Then you know, think about the final set up through which you can do the effective
structure, and do the kind of prediction and forecasting as per the particular you know,

business requirement and the kind of management requirement.

So, that means, actually data mining is a kind of systems, we have actually n number of
you know, tools are there analytics tools are there starting with you know, simple
classification clustering. Then the kind of association cause and effect models and
depending upon a particular problem structures the kind of data structures then the kind

of understanding, the kind of business objectives or management objectives.

So, you pick up a particular tools and then analyze the particular problems, then get the
better insights and then develop the system exactly as per the particular you know,

business requirement and management for instance in the cause and effect model.



(Refer Slide Time: 45:16)

Cause-and-Effect Modeling

Example: Using Correlation for Cause-and-Effact Modeling
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And this is how the simple example and where the customer satisfaction is the kind of
you know, major effect. And then this is derived through job satisfaction training and
skill improvement satisfaction with supervisor employee satisfaction. So, that means, in
this particular case the most important thing is how to develop the particular you know,
structure and then data will help you to verify the particular you know, structure and then
we can actually validate and then use this particular model for the prediction. And you

know, forecasting or as per the particular you know, management requirement again with

the data.

(Refer Slide Time: 45:54)

- wEIsSsSSsSSTETT
Cause-and-Effect Modeling

Example (contd.): Using Correlation for Cause-and-Effect Modeling
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So, we can have here the kind of you know, outcome and these are all correlation output
through which you know, because we are discussing the cause and effect and association
through which you can do the kind of better prediction. Now with the data, what we have
observed here the correlation coefficients are very high as a result. So, the particular
model’s you know, for this particular problem is very effective for the kind of you know,

management requirement.

So, likewise we can actually think about the particular problems, check the data structure
you know, pick up a particular technique, and then develop the system, which can be
very effective as per the particular you know, problem requirement or you know,

management requirement. With this we will stop here.

Thank you very much; have a nice day.



